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Chapter 1

Introduction

Mass spectrometry (MS) is a widely used analytical technique that can identify unknown chemical species within a sample and quantify known compounds [1]. It can also elucidate structures and chemical properties, like the reactivity, of chemical systems [2]. Important applications of MS belong to the fields of proteomics, metabolomics, drug discovery, pollution control, forensic science, gas-phase ion chemistry, etc. [3, 4, 5, 6].

In mass spectrometry ions are analysed in the gas-phase as a function of their different mass over charge ($m/z$) ratio and mass spectra with the ions relative abundances as a function of the $m/z$ values are obtained. Originally the main limit of MS was the non-applicability of the technique to non-volatile species, as peptides, oligosaccharides, etc. and that it was possible to analyse only compounds with a limited $m/z$ ratio [2]. MS became a really powerful technique when it has been possible to couple the instrument with *electrospray ionization* (ESI) and *matrix-assisted laser desorption ionization* (MALDI) ion sources, which ones are capable to bring non-volatile ions into the gas phase and can ionize large molecules forming multi-charged ions, so that the $m/z$ ratio is decreased [2]. ESI and MALDI appeared on the MS scene almost simultaneously in the 1988 and revolutionized biological MS, so that are still the most used ions sources for macromolecules [1].

The ions that are produced through the ion source can be then analysed as a function of $m/z$ through the MS analyser and detected. Another possibility is to fragment the ions and to analyse and detect the consequent fragmentation products (MS/MS). Collision-induced dissociation (CID) [2], for example, is used in MS to fragment the ions through the impact with an inert gas in the collision cell. In this way, the collisional gas-ion translational energy that is
converted into internal energy of the ion can induce its dissociation, which can be influenced by many factors. Statistical theories of dissociation (see section 3.2), based on the assumption that a complete internal energy redistribution takes place before the fragmentation, can only be applied if certain experimental conditions are fulfilled. The characteristics of collision cell, in particular, are really important in determining the experimental results [2, 7]. CID spectra are measured using triple quadrupole (the first quadrupole selects an ion that is fragmented in the second one and the third quadrupole analyses the fragments), Paul ion trap, ion cyclotron resonance (ICR) etc. [2]. The quadrupole is made up of four rods of circular hyperbolic section and, when working as a collision cell, the ions are accelerated trough, colliding with the inert gas present. Other kinds of collision cells are the ion traps: they accelerate the ions in a loop, so that the ions are subjected to a "trapped" motion along with they collide with the gas and eventually fragment [2]. The collision set-up used for the experiment is really important and should be always considered to interpret CID spectra. In fact, the collisional energy in a quadrupole is generally 'higher' than in an ion trap and one collision can be enough to allow fragmentation. It can also cause a local activation and the ion can fragment before any internal vibrational relaxation (IVR). On the other hand, in an ion trap the ions collide almost continuously with the buffer gas. These multiple and low-energy (lower than in a quadrupole) collisions can thermalize the ion and the dissociation reaction intermediates, leading generally to statistical fragmentations [7].

In the present thesis, we focus on the fragmentation kinetics and mechanisms of CID and on the role of chemical dynamics in the interpretation of experimental results.

Reactivity and kinetics of chemical reactions are generally studied theoretically through a quantum chemistry (QC) approach based on the depiction of a reaction potential energy surface (PES) [8, 9]. The minima and transition states structures that are found can also be used to determine microcanonical rate constants [10]. Beside when studying flexible and large systems the number of stationary points, constituting the PES, increases considerably and this approach becomes inconvenient, a major disadvantage is represented by the necessity of knowing all the reaction products. An alternative is to use chemical dynamics simulations, which possibility was pioneered by W. L. Hase and co-workers in studying CID of different chemical systems [11, 12, 13, 14, 15]. Chemical dynamics allows to discover unknown dissociation products and mechanisms, which discovery component is really important because it allows to obtain theoretical mass spectra independently from the experiments [10]. There is in fact the necessity of a better understanding of fragmentation mechanisms in order to identify and clarify missing or misidentified data in the current search databases for mass spectra.
Studies have shown that 40-70% of high signal/noise tandem mass spectrometry (MS/MS) spectra cannot be matched to predicted protein spectra by widely used search engines [16]. Peptides, for example, often fragment differently from what is expected, due to scrambling phenomena [17], formation of cyclic structures [18], dissociation in more than one point along the backbone [19, 20], or side chain fragmentation along backbone fragmentation [21], this last relevant in the case of post-translational modifications.

To show how simulations can be used to help experiments in recognizing peaks in the mass spectra of different biological systems, independently by a mass spectra search engine, the group of R. Spezia has been studying CID of systems belonging to different fields, like nucleobases [22], carbohydrates [23], peptides [24] and amino acids [25]. For them we analysed mechanisms, reaction products and in some cases we obtained theoretical mass spectra. In order to simulate better the experiments we activate the fragmentation in simulations in two different ways (or in one way depending by the the kind of fragmentation expected or obtained in the experiments). In the so-called collisional simulations we simulate explicitly the collision between the gas and the ion and this allows to recover information, like the energy transfer, not measurable by the experiments. Unfortunately, this activation mode is limited in time-scale that is explored: in the experiments there is always time for a complete internal vibrational relaxation before the fragmentation, but we can simulate only the first 10-20 ps after the collision, observing principally the less statistical pathways. However, we can investigate longer time scales using internal energy activation simulations (in which we redistribute statistically the ion internal vibrational energy at the beginning of the trajectories), from which, generally, it is possible to obtain canonical rate constants by observing the reactant population decay as a function of the time. The rate constants obtained in such a way include the intrinsic anharmonicity of the system [26], unlike results coming from electronic structure theory calculations. Thus, another important advantage of simulations over a static PES approach is the possibility of observing both statistical and non-statistical (or dynamical) fragmentations. In particular, the last one has been shown to be also an important component to explain the fragmentation of ions in the gas phase [27, 28, 29, 30, 31]. One example of non-statistical behaviour is represented by shattering fragmentation [32, 33], which represents one of the two limits fragmentation dynamics for CID: the ion fragments immediately, i.e. "shatters", after the collision.

We thus used both collisional and internal energy (or thermal) activation in order to obtain both the statistical (long time-scale) and dynamical (short time-scale) contributions to the fragmentation and in order to interpret the results obtained using the two limit activation modes, i.e. the quadrupole and the ion trap collision cells.
The manuscript is thus organized as follows:

- Chapter 2: description of the principles of CID experiments, a general overview of CID studies on biomolecules and of theoretical models for CID;

- Chapter 3: basis of the theoretical methods used for this thesis, i.e. for the Rice, Ramsperger, Kassel and Marcus theory (i), for chemical dynamics simulations (ii) and for QC methods (iii).

- Chapter 4: description of the methodology. It is shown how chemical dynamics can be used to study CID and the information that can be recovered. We first show how to model the ion-gas interaction energy and the consequent information about the energy transfer that we collected; then we report our understanding of shattering obtained by the analysis of the trajectories; finally we compare statistical and non statistical fragmentations in simulations using the di-proline anion as a model.

- Chapter 5: analysis of the fragmentation of the doubly charged tripeptides ions TIK(H⁺)₂ and TLK(H⁺)₂ as obtained by chemical dynamics simulations.

- Chapter 6: study of the L-Cysteine sulfate anion by means of experiments and a coupling between a PES approach and simulations.
Chapter 2

Principles of collision induced dissociation

Collision induced dissociation (CID) or collision activated dissociation (CAD) [3] is a well known mass spectrometry fragmentation technique whose aim is to study the fragmentation of ions through the impact with an inert buffer gas. In this way the collisional translational energy of the ion is converted into internal energy which can induce its dissociation.

Mass spectrometry is mainly used as an analytical tool, i.e. for the identification, sometimes also for the quantification, of one or more species through simply measuring their mass over charge ($m/z$) ratio or by detection of their fragmentation patterns. Important applications belong to the biological interest, like proteomics, metabolomics, drug discovery, pollution control, forensic science, etc. [3, 4]. Another important application is the gas-phase ion chemistry, which mainly studies the reactivity and kinetics of uni- and bi-molecular reactions [5].

In the present chapter an overview of the experimental apparatus is first given in section 2.1. Then the actual state of art in CID studies on amino acids on peptides is summarized in section 2.2, while a general overview about theoretical methods that can be used to study collision-induced dissociation reactions is given in section 2.3.
2.1 Experimental overview

Mass spectrometry is a technique by which it is possible to investigate the nature and the chemistry of ions in the gas phase. For the study of amino acids and peptides, which are normally dissolved in solution, it is first necessary to bring them in the gas phase. This is done in the ion-source. The second step consists in separating the ion(s) as a function of their different m/z. They are further detected and the resulting signal will be elaborated to give a mass spectrum with a signal for each m/z having an area proportional to the relative abundance. An example of mass spectrum is shown in figure 2.1, while figure 2.2 shows a schematic mass spectrometry instrument.

Collision-induced dissociation in mass spectrometry uses an intermediate step between the gas-phase ions generation and m/z analysis, that is the dissociation of the ions by collisions with an inert gas in the so-called collision cell. This step produces new fragmented ions:

\[ m_p^+ \rightarrow m_f^+ + m_n \] (2.1)

Figure 2.1: Experimental MS/MS spectrum of protonated uracil (taken from reference [22]).

where \( m_p^+ \) is named precursor ion and \( m_f^+ \) and \( m_n \) are the ion and neutral fragments respectively. A further step can precede the fragmentation, that is the ion selection: another mass spectrometer (used as a filter) is used to select, by m/z separation, the ion that will be further fragmented in the collision cell. Since in this case two mass spectrometers are used, the experiment (MS) is referred to as Tandem Mass Spectrometry (MS/MS or MS²). In figure 2.3 is then shown, schematically, a triple-quadrupole instrument that can be used to perform MS/MS. The first and third quadrupole (Q1 and Q3) (see section 2.1.3) are mass spectrometers or mass
Figure 2.2: Schematic picture of a MS apparatus. The sample is injected into the high vacuum zone in which it is brought to the gas phase through the ion source. The ions are then analysed as function of their different m/z and detected. The signal is elaborated from a data system and finally converted in a mass spectrum.

analysers, while the second one is a collision cell (q2) (see section 2.1.2).

Instruments with several analysers in series, as in figure 2.3 can be scanned in many ways [2]. For example, in the so-called "product ion scan" Q1 selects an ion with a specific m/z ratio and it collides inside q2, fragmenting. Then Q3 will analyse the fragments produced in the q2. In this way one can obtain information about the fragmentation of a specific ion. Another possibility is to perform the "precursor ion scan", that is used to understand which precursor produces a certain fragment. In this case Q3 select the fragment of interest while the Q1 is analysing the different m/z [2].
Figure 2.3: Representation of a triple quadrupole mass spectrometer instrument. Q1 and Q3 are mass analysers or mass spectrometers, while q2 is a collision cell.

2.1.1 Ion source

The most used ion sources for MS of biomolecules are laser desorption (LD, or MALDI for matrix assisted laser desorption ionization) and electrospray ionization (ESI) [34]. They are both considered 'soft' techniques for the capacity of letting molecules intact during the ionization process.

In LD the molecules are crystallized and a laser is used to make them to absorb energy. Gas-phase molecules are produced and, successively, reacting with a proton donor species, they produce finally the gas-phase ions. This technique is often matrix assisted (MALDI), causing generally high chemical background, which can be a problem in the low m/z range (m/z <500) for fragments detection, [2]. For this reason for certain small size biomolecules ESI is more indicated.

The electrospray ionization works forcing the solution containing the analyte through a capillary to which a voltage is applied producing an electric field. Charged droplets emerge from the spray (from which the name of the technique), forming the so-called Taylor cone. From the droplets is then possible to form bare ions in accord with three different mechanisms [7]:

- The ion evaporation model (IEM) [7] generally holds for ions with low molecular weight. The mechanism is based on the ejection of small solvated ions from the droplet surface due to the droplets electric field [35];

- The charge residue model (CRM) is more used for globular species. According to this model, due to the heat and the bath gas encountered by the droplets, they start to evaporate until the charge repulsion causes a Coulomb explosion. This produces 'naked ions', i.e. ions not solvated by molecules of the solvent;
Finally, for disordered polymers, the chain ejection model (CEM) was recently proposed by Konermann and coworkers [36].

The analyte molecules $M$ can now emerge as ions $\text{MH}^{n+}$ (or $(\text{M-nH})^{-}$ in the negative mode). Larger molecules can be produced often with a high charge. Afterward, the ions are ready to enter in the high vacuum system of the mass instrument [37].

The ions can be now selected or directly activated by collisions, slow heating, electron transfer, etc.. Given the purpose of the thesis, only CID will be considered in the following.

### 2.1.2 Ion activation in collision-induced dissociation

In CID an ion is activated through one or more collisions with an inert gas in the vacuum. The collisional translational energy is thus converted into internal energy of the ion, i.e. in vibrational and rotational energy.

Statistical theories of dissociation (see section 3.2) are based on the assumption that a complete internal energy redistribution between the normal modes takes place before the fragmentation. However, this is not what always happens. Many factors, like e.g. the number of collisions, the collisional energy, the dimension of the ion or its structure, as well as its flexibility, etc. can influence the way in which the internal energy is distributed between the normal modes. Moreover, all those factors can also influence the percentage of translational energy converted in vibrational and/or rotational energy of the ion. The number of collisions and the collisional energy of each shock depends on the instrument that is used.

The quadruple combines together an electrostatic field and a radio-frequencies oscillating electric field and works as an ion transmitter: the ions are accelerated "linearly" toward the quadrupole plates in order to collide with the gas and to further reach the detector.

If quadrupole plates are used to form an ion trap, the instrument takes the name of Paul trap. As in all the traps, the ions are accelerated in a 'trapped' motion in the collision cell.

In the limit of low pressure, the activation mode of a quadrupole can be thought as a linear single collision activation. Note that this is a limit an ideal case; in reality it is very rare to have less than ten collisions. The number of collisions depends on the length of the quadrupole and the gas pressure and the mean free path can be estimated by a simple kinetic gas theory.
relationship, as it follows:

\[ L = \frac{k_B T}{\sqrt{2p\sigma}} \]  \hspace{1cm} (2.2)

where \( k_B \) is the Boltzmann constant, \( T \) the temperature, \( p \) the pressure and \( \sigma \) the collision cross-section. \( \sigma \) equals to \( \pi d^2 \), where \( d \) is the sum of the radii of the stationary and colliding molecules [7].

Anyway, the collisional energy in a quadrupole is generally "high" and one collision can be enough to allow fragmentation. It can also cause a local activation: the ion can fragment before any internal vibrational relaxation (IVR). On the other hand, in an ion trap the ions collide almost continuously with the buffer gas. These multiple and low energy (lower than in a quadrupole) collisions can thermalize the ion and the dissociation reaction intermediates, leading generally to statistical fragmentations. In fact, in this way, a complete IVR is assumed to be done for each intermediate of the reaction. The result is a less energetic and more controlled fragmentation than what can be achieved using a quadrupole. When modeling CID the disadvantage of ion trap experiments is that in simulations it is not possible to set the activation energy accordingly to experiments since in the latter the energy is not well defined.

### 2.1.3 Ions analysis

The ion activation and consequent dissociation result in the formation of many fragments that can be characterized by their \( m/z \) ratio. Depending on the mass analyser that is used the principles with which the ions are analysed can be different. In the following the analysis principles of some of the most common mass analysers will be outlined.

**Time of flight mass analyser**

Time of flight (TOF) mass analyser separates the ions as a function of their different velocities. The ions present in the cell are accelerated into the instrument by a potential \( V \), so that their kinetic energy, \( E_k \), is equal to:

\[ E_k = \frac{1}{2}mv^2 = zV \]  \hspace{1cm} (2.3)

Thus the ions with a different \( m/z \) will have a different velocity:

\[ v = \sqrt{\frac{2zV}{m}} \]  \hspace{1cm} (2.4)
What it is actually calculated is the time that each group of ions needs to cover the distance $L$ of the TOF tube in which they are accelerated, i.e.:

$$t = \frac{L}{v} = \frac{L}{\sqrt{\frac{m}{2V}}}$$  \hspace{1cm} (2.5)

However, in modern days the ions do not travel anymore in the tube in such a simple way but modifications as a reflector and/or orthogonal accelerations can be encountered during the path. Continuous ionization sources, as ESI and LD, are generally coupled with a TOF analyser or other similar instrument variations.

**Quadrupole**

A quadrupole is formed by four electrodes with hyperbolic or cylindric sections perfectly parallel to each other [2]. An electrostatic field $U$ exists between the sections and an oscillating electric field $V$ is applied using radio frequencies. The ions are separated using the trajectories stability as a function of different combinations of $U$ and $V$. The potential that is applied has then the general form:

$$\Phi_0 = U - V \cos \omega t$$  \hspace{1cm} (2.6)

where $\omega$ is the angular frequency of the RF field.

The ions accelerated along the $z-axis$ enter the space between the quadrupole rods with constant velocity along this axis. However, they are submitted to accelerations along $x$ and $y$, due to the forces induced by the electric fields, that are:

$$F_x = m\ddot{x} = -Ze\frac{\partial \Phi}{\partial x}$$  \hspace{1cm} (2.7)

and

$$F_y = m\ddot{y} = -Ze\frac{\partial \Phi}{\partial y}$$  \hspace{1cm} (2.8)

where $\Phi$ is function of $\Phi_0$:

$$\Phi = \frac{\Phi_0 (x^2 - y^2)}{r_0^2} = \frac{(x^2 - y^2)(U - V \cos \omega t)}{r_0^2}$$  \hspace{1cm} (2.9)
By differentiation it is possible to obtain the motion equations of the ions that are subjected to the potential $\Phi$, that are:

\[
\ddot{x} + \frac{2ze}{mr_0^2} (U - V \cos \omega t)x = 0 \tag{2.10}
\]
\[
\ddot{y} - \frac{2ze}{mr_0^2} (U - V \cos \omega t)y = 0 \tag{2.11}
\]
\[
m\ddot{z} = 0 \tag{2.12}
\]

They can be re-written obtaining the Mathieu equations:

\[
\ddot{x} + (a + 2q \cos 2\tau)x = 0 \tag{2.13}
\]
\[
\ddot{y} - (a + 2q \cos 2\tau)y = 0 \tag{2.14}
\]

where:

\[
a = \frac{8zU}{m\omega^2 r_0^2} \tag{2.15}
\]
\[
q = \frac{4zV}{m\omega^2 r_0^2} \tag{2.16}
\]
\[
\tau = \frac{\omega t}{2} \tag{2.17}
\]

$x$ and $y$ values can be found along the time as a function of $U$ and $V$. In this way two kinds of trajectories will be solution of the equations 2.12: stable trajectories that oscillate around the $z$ - axis with amplitude less than $r_0$ and exponential increasing amplitude trajectories, that are unstable. $a$ and $q$ can be used to draw stability areas for the ions trajectories, as it is shown in figure 2.4. The red shaded region in panel $A$ represents the stability area for an ion of mass $m$, i.e. the area with values of $U$ and $V$ such that $x$ and $y$ do not reach the value $r_0$. In panel $B$ it is possible to see that three ions with $m/z$ $m_1$, $m_2$ and $m_3$ ($m_1 < m_2 < m_3$) have stability regions in common. The black line corresponds to varying linearly $a$ with $q$, indeed $U$ with $V$, in order to end up in a selective $a - q$ space for each of the three ions (that are the three shaded zones above the line).

The ions that have stable trajectories pass through the quadrupole along the $z$ - axis and reach the detector.
Figure 2.4: Panel A: stability areas as a function of $a$ and $q$, i.e. values of $U$ and $V$ are such that $x$ and $y$ for the ion of mass $m$ does not reach $r_0$. Panel B: $U$ (or $a$) can be changed linearly with $V$ (or $q$) in order to observe ions with different masses ($m_1 < m_2 < m_3$) successively.

**Ion traps**

The ion traps use a combination of magnetic and electric fields to trap the ions. With a similar principle by which a quadrupole lets the ions pass with "linear" stable trajectories and reach the detector, ion traps collect the ions with "in-circle" trajectories to send them "packed" to the detector. Examples of ion traps are the Paul trap (electrostatic and oscillating electric field), that is a quadrupole ion trap and the Penning trap (magnetic and oscillating electric field) [2, 7].

The Paul trap is one of the most used ion traps and it is often referred to as, simply, *ion trap*. It can also be called tridimensional trap or 3D ion trap, linear trap or 2D trap and cylindrical trap depending on the trap configuration.

The ion cyclotron resonance (ICR) is a Penning trap and it uses a combination of a fixed magnetic field, $B$, and an electric field. The magnetic field is used to induce a *cyclotron motion*. 
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An electric field is then used to increase the cyclotron radii and make the ions orbits coherent. The ions are thus analysed as a function of their different cyclotron frequency:

\[ \nu_c = \frac{zB}{2\pi m} \]  

(This is the equation for ions subject only to a magnetic field).

As suggested by the equation 2.18, ions with the same \( m/z \) ration will rotate in phase at their cyclotron frequency and they will induce a current to the detection plates when rotating closer to them. An image current at the different cyclotron frequencies will be registered and thus converted to a mass spectrum through a Fourier transform (FT-ICR). An ICR is thus at the same time a mass analyser and a detector.

2.1.4 Detector

After the ions are analysed they have to be counted. The detection generally is achieved through the impact of the ions (that will arrive in different \( m/z \) packets) on a surface efficient for the emission of electrons [2]. The current generated from the electrons will be further amplified, registered and converted to give a mass spectrum.

As we explained previously, in some cases, as for the ICR, the analysis and detection can be done at the same time.

2.2 CID of amino acids and peptides

One of the main applications of mass spectrometry is in the field of proteomics [3, 19, 38, 39]. Generally the aim is the identification of proteins in a sample and their characterization, as in the case of post-translational modifications. Identification of proteins is made through one of two approaches, that are the top-down and bottom-up methods [3, 40]. Both of them involve MS/MS experiments. In top-down proteomics the whole selected protein is fragmented in order to obtain the amino acids sequence. In bottom-up approach, instead, the protein is first digested into peptides. They are then selected and fragmented. In both the approaches the ions generated through fragmentation are mostly identified by comparing them with an existent database [41]. Being able to rely on a peptides fragmentation database is indeed crucial in the case of bottom-up proteomics. However, in some cases the produced mass spectra
Figure 2.5: Backbone fragmentation sites in singly charged tripeptide with generic R\textsubscript{1}, R\textsubscript{2} and R\textsubscript{3} amino acids using the fragmentation nomenclature of Roepstorff and Fohlman [42].

may not match exactly the ones present in the database. This could be due to synthesis or isolation errors, post-translational modifications, missing reference data, etc.. For these cases, to obtain sequence information it is necessary a deeper understanding of the fragmentation.

Dissociation of peptides in mass spectrometry is generally achieved through CID of the protonated peptide ions. The possible backbone fragmentation sites for a protonated peptide are schematized in figure 2.5. a\textsuperscript{+}, b\textsuperscript{+}, c\textsuperscript{+} fragments contain the N-terminus amino acid residue, while x\textsuperscript{+}, y\textsuperscript{+}, z\textsuperscript{+} the C-terminus one [42]. The number in subscript indicates the the number of amino acids in the fragment. Whereas all backbone fragments are really important to obtain the sequence-information, low energy collision conditions enhance primarily the amide-bond cleavage leading to b\textsuperscript{+} and y\textsuperscript{+} ions [43].

For bottom-up proteomics it is fundamental to obtain b\textsubscript{n}\textsuperscript{+} or y\textsubscript{n}\textsuperscript{+} ions in an ordered series in order obtain the amino acid sequence. In fact an amino acid mass can be calculated by the mass difference of the ions b\textsubscript{n+1}\textsuperscript{+} and b\textsubscript{n}\textsuperscript{+}. However, some ions in a series can be missing. An ion absence in the mass spectrum may be due, for example, to a successive neutral loss. b\textsubscript{n}\textsuperscript{+} ions can form particular and different structures that can enhance different consequent fragmentations [19]. b\textsubscript{1} ions, for example, are generally unstable for the consecutive losses of H\textsubscript{2}O and CO. By the way, b\textsubscript{1} of nucleophilic amino acids can be detected: a stable cycle can be formed due to the attack of this nucleophile site on the carbonyl function [18]. Larger b ions are instead easier detected and many different structures have been studied and suggested both experimentally and theoretically [19, 44, 45]. Whereas CID of peptides produce generally b or y ions, there are cases in which these fragments are not predominant [19].
The proton mobile model [19, 46, 47, 48] has been developed to explain the different-peptides fragmentation behaviour in the gas phase, but it can also be used to understand fragmentation of amino acids and other organic molecules. It is based on the assumption that ions produced in the gas phase with a soft ionization technique, as ESI or LD, localize the proton in the most basic site. In protonated peptides the most basic sites are the N-terminus and the basic amino acids in the side chains. The "mobile" proton [19] will indeed move to other sites and initiate fragmentations. Exceptions for this model are represented from charge-remote fragmentations [3, 19], where the cleavage occurs far from the excess proton.

Differently from CID of peptides, CID of amino acids are not used for proteins sequencing. These experiments are performed, for example, for quantitative analysis, characterize their post-translational modification structures or to confirm their synthesis in the gas phase.

2.3 Theoretical methods for CID

Reactivity and kinetics of chemical reactions are generally studied theoretically through a quantum chemistry (QC) approach based on the localization of the stationary points [8, 9, 49, 50], i.e. minima and transition states (TS), along the reaction coordinate. The result is the minimum energy path, or the minimum potential energy surface (PES), connecting the reagent(s) with the product(s). An example is given in figure 2.6. In order to study the dissociation reaction of a CID experiment the reagent would be the so called precursor ion, i.e. the dissociating ion, while the fragments would be then the products. Scanning the PES does not allow only to probe mechanisms for a specific fragmentation pathway but it can also be used to determine the energetics of the different protonation sites [19].

If the studied system is small and dynamical effects have not a big role in the reactivity a static approach is a good method. In fact, it may be possible to depict a complete PES for the system reactivity. Furthermore, the energy barriers obtained can be used to predict kinetic rate constants through existent statistical theories [29, 49]. In particular, in mass spectrometry the focus reaction is the dissociation of the ion that is unimolecular (the gas does not influence the dissociation rate constant) and the most used theory for such kind of reactions is the RRKM (Rice, Ramsperger, Kassel and Marcus) theory, see section 3.2.

One of the most used computational strategies to obtain minima structures of peptides, for example, is based on dynamics simulations using classical force fields (FF) [19]. In fact,
increasing the system size and flexibility it becomes impossible to find all the possible minima structures by means of a PES approach. However, FFs need an accurate parametrization and cannot be used to sample the fragmentations because the bonds are fixed.

In order to study the fragmentation of larger systems semi-automatic methods to find TS were proposed, like the automatic \textit{Transition State Search using Classical Dynamics Simulations} (TSSCDS) \cite{51}. This algorithm is coupled with a code that performs internal energy activation simulations (see section 3.3.3) to sample the reaction phase-space, where it can further search for candidate TSs structures. The latter are further optimized and if they satisfy certain criteria they are saved as TSs. From the new structures it is possible to find minima using an algorithm that follows the intrinsic reaction coordinate (IRC). The new minima can be used then as new initial structures for further simulations \cite{52}. In the end, transitions states and minima can be hopefully connected to give a PES.

Recently, the TSSCDS algorithm was modified in order to search for possible transition states in the phase-space explored by external trajectories. This last version was developed and used in order to study the unimolecular fragmentation of the L-Cysteine-sulfate anion (see chapter 6). In fact, for this study, chemical dynamics were employed using two different activation methods: explicit collision and internal energy activation. One important pathway, responsible for an abundant fragment in the experiments, was obtained with difficulty and mainly from collisional simulations. For this reason an external coupling with the simulations
was adopted. Unfortunately, it was not possible to find all the stationary points for the desired reactions using the coupling with the automated tool, but one important pathway was completely characterized. Also, it was possible to obtain new minima for the L-Cysteine-sulfate anion, one of which resulted to be the global potential energy minimum.

The problem encountered using the TSSCDS code in finding the desired pathway PES can be assigned to the non-saddle point transition state character of the last step of the reaction. Moreover, the system is very flexible, so that the automatic tool would spend a lot of computational effort only to find various configurational isomers and pathways.

A solution to study the fragmentation of flexible and/or large systems is to use direct chemical dynamics, which can calculate on-the-fly the force by using a QC method [10]. One of the principal advantage of direct dynamics, upon the static PES approach, is that it is not necessary to know which are the reactions products, that are not obvious in the case of the fragmentation of large systems. Moreover, reactions can be dynamically driven and a potential energy profile cannot give a satisfactory description of the phenomenon. In this case the reaction cannot be described by standard kinetics statistical theories [28, 29].

In the literature it is possible to find different cases of non-statistical fragmentations behaviours, as for example shattering (see section 4.2). This mechanism was recently reported for the dissociation of two doubly charged tripeptides ions, diprotonated threonine-isoleucine-lysine and threonine-leucine-lysine (see section 5.3), or in both experiments and simulations of the protonated urea [30, 31], protonated uracil [22, 27] and for the Ca$^{+}$/formamide complex [29]. Non-statistical roaming mechanism (see chapter 6) was also observed in both experiments and simulations, whose studied were recently reviewed [53, 54].
Chapter 3

Theoretical methods

3.1 Introduction

In CID the ion can get a certain excess energy through one or more collisions with the gas. Then the ion can dissociate with an unimolecular mechanism, following first order kinetics. The rate constant of such a reaction is described by the RRKM (Rice, Ramsperger, Kassel and Marcus) theory. The computation of a potential energy surface (PES) has been for long time the standard theoretical method to study CID reactions [7]. However, for large molecules the identification of all the pathways and all the stationary points becomes less feasible. Moreover, especially for high energy conditions, some pathways are unpredictable and cannot be explained using statistical theories.

Chemical dynamics simulations are then illuminating, giving the possibility to discover unexpected fragmentation mechanisms and (or) products. Simulations allow in fact to explore simultaneously the statistical (based on RRKM theory) and dynamical behaviour of collision induced fragmentations.

Going then to apply theoretical methods on the collision induced dissociation processes, chemical dynamics is indispensable to investigate the dynamics of the collision and its effect on the consequent ion fragmentation.

First in this chapter, it will be reported a summary about the development of the RRKM theory. Then the 'effective' methodologies used in this thesis will be presented, and notably: (i) the final formulation of RRKM theory; (ii) 'our' Chemical Dynamics methodology, with
particular importance given to the initial conditions and the semi-empirical Hamiltonians.

3.2 Theory of unimolecular reaction rate constant

An unimolecular reaction happens when a molecule, that is excited by any kind of external stimulus, will have enough energy to react by itself. More precisely, the evolution in time of such a system will depend only on the concentration of one species.

If we consider the reaction $A \rightarrow P$, where $A$ is the energized molecule and $P$ the product(s) of the decomposition/isomerization of $A$, we have an unimolecular reaction, for which:

$$\frac{-d[A]}{dt} = \text{reaction velocity} = k_{uni}[A] \quad (3.1)$$

where $[A]$ is the concentration of the species $A$, $t$ the time and $k_{uni}$ is the rate constant.

By integration, it gives the time evolution of the concentration of $A$ as a function of time:

$$[A] = [A_0]e^{-k_{uni}t} \quad (3.2)$$

where $[A_0]$ is the initial concentration of $A$.

The first and simplest theory to calculate the unimolecular reactions rate constants was proposed already at the beginning of 20’s, then further developed by Rice/Rampsperger [55] and Kassel [56] (RRK) theory in the middle 20’s. In the 30’s, at a time when more was known about potential energy surfaces, also transition state theory (TST) was formulated [57, 58]. In 1951-1952 [59, 60] Marcus blended together RRK and TST theories leading to the actual RRKM formulation.

3.2.1 Collision theory and Arrhenius equation

Between 1916 and 1918 [61] it was proposed the collision theory for bimolecular reactions, $A+B \rightarrow P$, for which the fraction $N$ of molecules having enough energy to react is:

$$N = Ze^{-\frac{E_0}{RT}} \quad (3.3)$$
This is the number of molecules that, colliding between each other, acquired enough energy \( E_0 \), so that they will go into a chemical change. \( E_0 \) is the activation energy, \( e^{-\frac{E_0}{RT}} \) is the probability for a molecule to have energy \( E_0 \), while \( Z \) the collision frequency, equal to:

\[
Z = N_A N_B \sigma \sqrt{\frac{8k_B T}{\pi \mu_{AB}}} \tag{3.4}
\]

where \( N_A \) and \( N_B \) is the number of molecules \( A \) and \( B \) respectively, \( \sigma \) is the cross-section, \( k_B \) is the Boltzmann constant and \( \mu_{AM} \) the reduced mass of the two reactants.

The collision theory bimolecular rate constant is then given by dividing equation 3.3 by the concentration of the species \( A \) and \( B \) (and by the steric factor). This theory gave the first theoretical explanation from the molecular point of view to the empirical Arrhenius [62] equation:

\[
k(T) = Ae^{-\frac{E_0}{RT}} \tag{3.5}
\]

where \( k(T) \) is the canonical rate constant, \( E_0 \) is the activation energy, \( R \) is the Regnault gas constant, \( T \) the temperature and \( A \) the pre-exponential factor. In particular, the pre-factor \( A \) is a function of the collision frequency and the collision orientation.

When this equation fits the under-exam data, it can be used to evaluate the reaction activation energy, or thermodynamic properties as reaction enthalpy and entropy.

### 3.2.2 Lindemann theory

The first explanation of unimolecular reactions on the basis of the collision theory, was given by Lindemann [5] in 1922, then re-elaborated by Hinshelwood [63] in 1927. It is the simplest theory for these kinds of reactions and the mechanisms to which it refers is known as Lindemann-Hinshelwood mechanism. It consists of a two-step reaction: a second-order bimolecular step, in which the reactant molecule is excited by collisions in a thermal system, followed by the rate determining unimolecular one.

\[
A + M \xrightarrow{k_1} k_{-1} A^* + M \tag{3.6}
\]

\[
A^* \xrightarrow{k_2} P \tag{3.7}
\]

\( A^* \) are excited species and their lifetime will be really short, thus the steady-state approximation can be considered:

\[
\frac{d[A^*]}{dt} = 0 = k_1[M][A] - k_{-1}[M][A^*] - k_2[A^*] \tag{3.8}
\]
It follows that:

\[
[A^*] = \frac{k_1[A][M]}{k_{-1}[M] + k_2}
\]  

(3.9)

Using equation 3.9, it is then possible to write the overall reaction rate constant for the reaction described by the reactions 3.6 and 3.7:

\[
\frac{d[P]}{dt} = k_2[A^*] = \frac{k_1k_2[A][M]}{k_{-1}[M] + k_2} = k_{uni}[A]
\]  

(3.10)

This constant is phenomenologically unimolecular:

\[
k_{uni} = \frac{k_1k_2[M]}{k_{-1}[M] + k_2}
\]  

(3.11)

As we can see, there is no dependence or information about the energy of the reactants, neither about their nature (for example which is the number of normal modes of \(A\)). The important feature of this unimolecular rate constant is that it has a different behaviour at high and low pressure of \(M\). The reaction rate will, in fact, pass from a second order (in \([A]\) and in \([M]\)) to a first order (only in \([A]\)) kinetics respectively, as it follows:

For \(k_{-1}[M] \ll k_2\):

\[
\lim_{[M] \to \infty} \frac{d[P]}{dt} = k_1[M][A]
\]  

(3.12)

\[
\lim_{[M] \to \infty} \frac{d[P]}{dt} = \frac{k_1}{k_{-1}}k_2[A] = k_\infty[A]
\]  

(3.13)

\(k_1\) and \(k_{-1}\) do not depend on the energy and can be calculated directly from kinetic collision theory. If the probability of obtaining species \(A\) with energy higher than \(E_0\) is \(e^{-E_0/RT}\), then we have:

\[
k_1 = Z e^{-\frac{E_0}{RT}}
\]  

(3.14)

and

\[
k_{-1} = Z
\]  

(3.15)

\(k_2\) can be calculated from equation 3.13, using equations 3.14 and 3.15.

Such a change from a second (equation 3.12) to a first order (equation 3.13) kinetics has been observed experimentally and it was this evidence that brought Lindemann to propose its mechanism against the radiation theory of Perrin [64, 65].

We can derive \(k_\infty\) from equation 3.13, and replacing it in 3.11 we obtain:

\[
k_{uni} = \frac{k_\infty[M]}{[M] + \frac{E_0}{k_1}}
\]  

(3.16)
that with some adjustment becomes:

\[
\log \frac{k_{\text{uni}}}{k_\infty} = \log(k_1[M])
\]  

(3.17)

Plotting the experimental observable \( \frac{k_{\text{uni}}}{k_\infty} \) vs \( \log[M] \) it is possible to obtain the famous fall-off plots. An example of these plots is given in figure 3.1, which shows a change from second order (the straight-line at low pressures of \( M \)) to unimolecular (independent of the pressure). \( k_1 \) can be calculated considering equation 3.12. Similarly, \( k_\infty \) can be estimated by extrapolation at high pressures using equation 3.13. Accordly to these Lindeman theory-based calculations, the fall-off region must appear at higher pressure than what observed experimentally.

Figure 3.1: Pressure dependence of the unimolecular rate constant for C-C\(_3\)H\(_6\) \( \rightarrow \) H\(_2\)=CH-CH\(_3\). The open and closed circles are data from Prichard et al. (1953) while the x’s are data of Chambers and Kistiakowsky (1934). The solid lines are the experimental results, the open squares are calculated by Slater (1953) assuming 13 active oscillators and the dashed curve is a Kassel or RRK calculation with 13 oscillators by Prichard et all (1953). The figure is taken from reference [5].
This was the first failure of Lindemann theory. In addition, plotting \( \frac{1}{k_{\text{uni}}} \) vs \( \frac{1}{[M]} \), using calculated values, there is a deviation from linearity.

Today we know that Lindemann theory fails for two main points: (i) there is no reactant internal energy dependence for the activation and neither degrees of freedom are considered; (ii) it is not considered (TST was not still formulated) that a specific internal mode, or more, should be activated to allow the unimolecular reaction step to take place. In Hinshelwood theory it is introduced a dependence on the energy and the ion internal-degrees of freedom in the rate constant of the activation process \( k_1 \).

### 3.2.3 Hinshelwood theory

In unimolecular reactions many more molecules react than the simple collision theory allows for. The Lindemann theory suggested that there might be enough collisions to account for if the energy could be distributed among a considerable number of degrees of freedom. In fact, \( A \) was modelled as constituted by \( s \) simple equivalent harmonic oscillators with frequency \( \nu \), that were used to calculate the probability of the molecule to be activated.

So, we can consider the number of ways of distributing \( n \) quanta in \( s \) oscillators (so the number of degenerate states for \( n \) quanta), that is:

\[
g_n = \frac{(n + s - 1)!}{n!(s - 1)!} \tag{3.18}
\]

To calculate the activation rate constant two assumptions are considered: (i) consequently at a collision the probability of deactivation of \( A^* \) is unity, as in equation 3.15 (strong collision hypothesis); (ii) molecules \( A \) and \( A^* \) are in equilibrium. For the (i) it results that the activation rate constant \( k_1 \) for the state \( n \) is equal to the collision frequency \( Z \) of \( A^* \), as in equation 3.14. For (ii) the probability of forming a particular state \( n \) is given by the Boltzmann distribution. It follows that the activation rate constant, \( k_1^n \), is equal to:

\[
k_1^n = Z \frac{g_n e^{-n\nu}}{q} \tag{3.19}
\]

with \( q \) the partition function.

The overall activation reaction constant \( k_1 \) will be:

\[
k_1 = \sum_{i=1}^{m} k_1^n = \sum_{i=1}^{m} Z \frac{g_i e^{-n\nu}}{q} \tag{3.20}
\]
where $m$ is the number of molecules in the state $n$.

Since in thermal experiments the energies are usually large, meaning $E_0 >> kT$, in Hinshelwood theory it is assumed that the energy levels are continuous:

$$dk_1 = Z \frac{N(E)e^{-\frac{E}{kT}}}{q} dE$$ (3.21)

where $N(E)$ is the density of states, $N(E)dE$ consequently is the number of states with energy between $E$ and $E + dE$ and $dk_1$ is the collisional reaction constant to activate the molecule into the said range. The classical overall reaction constant for the activation process will be obtained integrating equation 3.21 between $E_0$ and $\infty$, resulting in:

$$k_1 = \frac{Z}{(s-1)!} \left( \frac{E_0}{kT} \right)^{s-1} \exp \left( -\frac{E_0}{kT} \right)$$ (3.22)

The formulation of $k_1$, as in equation 3.22, is still used in following RRK theory [55, 56], but it is used differently. In fact, in Hinshelwood theory it is not specified the number of degrees of freedom that must be considered: they are chosen by test as the ones giving the best accord with the experiments. In the following theories all the degrees of freedom of the molecule $A$ are evaluated in $k_1$. A consequent internal energy flow is then made responsible of the energy confinement of the energy in the reactive part of the molecule.

### 3.2.4 RRK theory

The RRK theory was developed by Rice and Rampsperger [55] and independently by Kassel [56]. First of all they stated that $E_0$, the activation energy, shall be defined as the minimum energy that a molecule needs in order to dissociate. Only internal energy must be included. Moreover, it was recognized that, beyond $k_1$, also the rate of the unimolecular step should depend on the energy of the energized molecule. In particular, only the molecules with a minimum of energy $\varepsilon_t$ deposed in a certain normal mode will be able to react. This energy can be obtained via collisions and distributed with a consequent internal energy flow between the modes, that is a valid assumption when $E >> s$. This means that the oscillators are coupled, therefore they are anharmonic. Consequently, they calculated the number of ways of distributing $n - n_0$ quanta over the $s$ oscillators, with $n_0$ the number of quanta in the critical normal mode, that is:

$$g_{n-n_0} = \frac{(n - n_0 + s - 1)!}{(n - n_0)!(s - 1)!}$$ (3.23)
that divided by 3.18, the way of distributing \(n\) quanta in \(s\) oscillators, gives:

\[
P = \frac{(n - n_0 + s - 1)!n!}{(n - n_0)!(n + s - 1)!}
\]

that is the probability for the molecule of having \(n\) quanta of energies distributed in such a way that \(n_0\) of them are in the critical normal mode.

If the spacing is very small, so \(n\) and \(n_0\) large, we can apply the Stirling approximation, that is \(h! = \frac{h^h}{e^h}\), and if \((n - n_0) \gg s\), then:

\[
P = \left(\frac{n - n_0}{n}\right)^{s-1}
\]

(3.25)

Multiplying equation 3.25 by the critical vibrational frequency, it is possible to obtain the RRK formulation for the unimolecular rate constant.

\[
k_2(E) = \nu^{\varepsilon_f} \left(\frac{n - n_0}{n}\right)^{s-1}
\]

(3.26)

or

\[
k_2(E) = \nu^{\varepsilon_f} \left(\frac{E - E_0}{E}\right)^{s-1}
\]

(3.27)

\(k_2\) in equation 3.26 is the Kassel quantum formulation of the RRK rate constant [56]. In fact, the internal degrees of freedom are treated by means of discrete vibrational energy levels. Instead, equation 3.27 gives the classical version of \(k_2\), which was given by Rice and Rampsperger [55]. By the way, since the equations were obtained for the classical limit \((n - n_0) \gg s\), it is common to refer to both the formulations as the classical (microcanonical) rate constant. Note that, differently from RRKM theory, RRK refers to the Lindemann-Hinshelwood mechanism.

\(k_1\) formulation is given by Hinshelwood theory, with the expedient that all the degrees of freedom of \(A\) must be included in. Next step from the previous theory is recognizing that the number of ways in which the energy can be distributed into the molecule in order to dissociate should be constrained by confinement of a certain energy in the critical normal mode.

We see that the higher is the excess energy, the higher probability there will be for the dissociating normal mode to reach an energy equal (or higher) to \(\varepsilon_f\) and indeed the rate constant will have also an higher value. Instead, the higher is the number of oscillators, the smaller will be the rate constant.

Unfortunately the theory gave still big errors in the evaluation of the rate constant calculation. One of the reasons is the approximation \((n - n_0) \gg s\) that holds only in few cases. Furthermore, no zero point energy, neither rotations are considered. Moreover, all the oscillators have all the same frequency \(\nu\). Finally, they did not take into account the energy flow
process between the activation and the fragmentation process.

### 3.2.5 RRKM theory

The formulation of RRKM theory, by Marcus and Rice [59] and then by Marcus ([60]), was given much later than the previous ones. In the 30’s Wigner and Hirschfelder [66, 67] developed the classical transition state theory, TST. In accord with the formation of an activated complex, the Lindeman-Hinshelwood mechanism was thus reconsidered:

\[ A + M \xrightarrow{k_1(E)} A^*(E, E+dE) + M \]  
(3.28)

\[ A^*(E, E+dE) \xrightarrow{k_2(E)} A^\dagger \]  
(3.29)

\[ A^\dagger \xrightarrow{k^\dagger} P \]  
(3.30)

where the first activation step is still given by the Lindemann mechanism of equation 3.6, while a new intermediate step is now added, consisting in the IVR. After the IVR, the activated complex, \( A^\dagger \), is formed and finally the dissociation step can take place.

The overall reaction rate constant is:

\[ \frac{dP}{dt} = k^\dagger[A^\dagger] \]  
(3.31)

The steady-state approximation is applied before on \([A^\dagger]\), leading to:

\[ k^\dagger[A^\dagger] = k_2[A^*] \]  
(3.32)

and then on \([A^*]\):

\[ k_2[A^*] = \frac{k_1k_2(E)[A][M]}{k_{-1}[M] + k_2(E)} \]  
(3.33)

For the equations 3.31, 3.32 and 3.33 it is possible to write:

\[ \frac{d[P(E)]}{dt} = \frac{k_1k_2(E)[A][M]}{k_{-1}[M] + k_2(E)} = k_2[A^*] = k_{uni}(E)[A] \]  
(3.34)
All the $k$'s can be first evaluated for a small energy range, so that $k_{uni}(T)$ can be obtained by integration over the energy between $E_0$ and $E$:

$$k_{uni}(T) = \int_{E_0}^{\infty} k_{uni}(E)dE$$

(3.35)

$$dk_{uni} = \frac{d(k_1k_2(E)[M])}{k_{-1}[M] + k_2(E)} = \frac{k_2(E)d(k_1/k_{-1})}{1 + \frac{k_2(E)}{k_{-1}[M]}}$$

(3.36)

$k_2$ in equation 3.36 can be estimated considering that at the equilibrium the ratio between $[A^\dagger]$ and $[A^∗]$ is given by $2k_2/k^\dagger$ (with the reverse rate constant of equations 3.29 and 3.30 assumed to be identical). The quantity $2k_2/k^\dagger$ can be evaluated calculating the number of ways of distributing energy between the active molecule and the activated complex. The low limit is the fixed energy: the sum of activation and zero point energies. Moreover, in the case in which rotation is thought to be important in the formation of the activated complex, its energy contributions are considered. $k^\dagger$ is calculated assuming to be equal to the frequency of the dissociating normal mode.

The term $d(k_1/k_{-1})$ in equation 3.36 is instead the chance for the active molecule of having an energy between $E$ and $E + dE$ with $k_{-1}$ calculated again from kinetic theory using the strong collision assumption (equation 3.15).

$k_2(E)$, the microcanonical unimolecular rate constant, is the most important feature of RRKM theory. While at the beginning comparison with experiments were performed using the derived RRKM expression for the canonical rate constant, described in the next session, later advances in energy selected experiments allowed to test directly the microcanonical rate constant $k_2(E)$. This allowed to remove the contribution to the calculated rate constants of the activation and de-activation steps, which determination is still uncertain. The rest of this section will be, indeed, focused on the derivation of $k_2(E)$. Many formulations of the RRKM theory exist, often differing only in the way the rotational contribution and the transition state are treated. Here it will be followed the derivation of the theory given by Baer and Hase [5], that uses the variational transition state theory [66] in which the reaction is seen as a reaction flux in the phase space. In this derivation the transition state is 'rigid', indeed located at the saddle point, and the rotation contribution to the reaction rate constant is not considered.

### Derivation of microcanonical RRKM theory

A molecule, having $m$ degrees of freedom, can be described by $m$ momenta $p$ and $m$ positions $q$ in a phase-space of $2m$ dimensions. If the molecule is part of the microcanonical system
(\(E = \text{const}\)), it will be then described by a \(2m - 1\) hyper-surface of the phase space.

A unimolecular reaction can be, thus, described as a reaction flux in the phase space, where the non-turning reactants-products dividing surface is called critical surface. For 'rigid' transition-states the latter is located at the saddle-point, whose coordinates, \(q^\dagger\) and \(p^\dagger\), are perpendicular to all the others.

To continue with a statistical mechanics treatment, statistical mechanical quantities have to be introduced, as the sum and density of states. The sum of states \(N(E)\) in the range of energy between 0 and \(E\), is given by:

\[
N(E) = \frac{1}{h^n * PSV} = \frac{1}{h^n} \int_0^E \int dp_1 ... dp_n dq_1 ... dq_n
\]  

(3.37)

with \(n = 3N - 6\) and \(N\) the number of molecules; \(p\) and \(q\) are momenta and positions respectively and \(PSV\) is the phase space volume. Since \(\Delta p \Delta q \geq \hbar/2\), it follows that \(h^n\) is the smallest unit of a \(N\)-molecules \(PSV\) and \(N(E)\) represents the smallest representation of the \(PSV\) and gives the sum of states in the range of energy between 0 and \(E\). Note that the quantization is obtained dividing by \(h^n\), otherwise the quantity in equation 3.37 would be classical. Thus we can define the density of states, \(\rho(E) = dN(E)/dE\), i.e. the number of states per energy unit. From equation 3.37, it can be written as:

\[
\rho(E) = \frac{1}{h^n * PSV} = \frac{1}{h^n} \int_0^E \int dp_1 ... dp_n dq_1 ... dq_n
\]  

(3.38)

Indeed, to use such statistical quantities, it must be assumed that the population density is uniform over all the phase-space. In this way, the fraction of molecules at the critical surface can be given by the fraction of phase-space at the dividing-surface, i.e. at any time:

\[
\frac{dN(q^\dagger, p^\dagger)}{N} = \frac{dq^\dagger dp^\dagger \int_{E-\varepsilon_t-E_0} \int ... \int dq_1^\dagger ... dq_n^\dagger \int dp_1^\dagger ... dp_n^\dagger \int_{E_0} \int dq_1 ... dq_n dp_1 ... dp_n}{f_{E_0} ... f_{E_n} dq_1 ... dq_n dp_1 ... dp_n}
\]  

(3.39)

where \(\frac{dN(q^\dagger, p^\dagger)}{N}\) is the fraction of molecules described by the coordinates into the range \(q^\dagger, q^\dagger + dq^\dagger\) and \(p^\dagger, p^\dagger + dp^\dagger\), \(E_0\) is the activation energy and \(\varepsilon_t\) is the translation energy at the saddle point. The energy is referred to the zero-point energy.

The reaction rate, so the reaction flux, can then be calculated as the time derivative of the molecules at the critical surface:

\[
\text{Flux} = \frac{dN(q^\dagger, p^\dagger)}{dt}
\]  

(3.40)

Replacing equation 3.39 in equation 3.40, and considering that \(dq^\dagger/dt = \text{velocity} = p^\dagger \mu\), we obtain:

\[
\frac{dN(q^\dagger, p^\dagger)}{dt} = \frac{N p^\dagger \mu \int_{E-\varepsilon_t-E_0} \int ... \int dq_1^\dagger ... dq_n^\dagger \int dp_1^\dagger ... dp_n^\dagger \int_{E_0} \int dq_1 ... dq_n dp_1 ... dp_n}{f_{E_0} ... f_{E_n} dq_1 ... dq_n dp_1 ... dp_n}
\]  

(3.41)
with $\mu$ the reduced mass of the two separating fragments.

Writing the translational energy as $\varepsilon_t = \frac{p^\dagger p}{2\mu}$, we notice that the term $\frac{p^\dagger dp\dagger}{\mu}$ is equal to $d\varepsilon_t dp\dagger$, and so re-arranging we have that $\frac{p^\dagger dp\dagger}{\mu} = d\varepsilon_t$, that can be replaced in equation 3.41, giving:

$$\frac{dN(q^\dagger, p^\dagger)}{dt} = N\varepsilon_t \int_{E_0}^{E} ... \int dq_1 dp_1 ... dq_{n-1} dp_{n-1}$$

Equation 3.42 is indeed the reaction rate, expressed as the number of molecules $N$ multiplied by the rate constant $k(E, \varepsilon_t)$. Recalling equation 3.38, we can see that the denominator of equation 3.42 is the density of state, $\rho(E)$, multiplied by $h^n$. We can see that the numerator is still a density of state, but obtained integrating over one less dimension. Therefore we can write:

$$k(E, \varepsilon_t) = \frac{\rho^\dagger(E - E_0 - \varepsilon_t)}{h \rho(E)}$$

This represents the rate constant that takes into account all the possible ways of partitioning the 'non-fixed' energy between the vibrational degrees of freedom of the activated complex, given the translational energy of the separating fragments. To obtain, instead, the overall reaction rate constant, it is necessary to integrate over all the translational energies available, that is:

$$k(E) = \int_{E_0}^{E} \frac{\rho^\dagger(E - E_0 - \varepsilon_t)d\varepsilon_t}{h \rho(E)} = \frac{N^\dagger(E - E_0)}{h \rho(E)}$$

where $N^\dagger(E - E_0)$ is the sum of states of the activated complex from 0 to $E - E_0$. This is the standard RRKM expression, for the unimolecular rate constant $k(E)$, neglecting the rotational term. Thus, when a microcanonical system is formed, if the IVR is very fast compared to the reaction rate, i.e. a statistical distribution of the energy is maintained until the decomposition, then a single exponential decay of the population versus the time is observed, with $k_2(E)$, now called $k(E)$ being the observed rate constant.

Also, the RRKM theory is derived considering separability between the critical coordinates and all the others. This, however, is a good assumption only at relatively low energies and in absence of strongly anharmonic normal modes.

The equation 3.44 is generally used in a similar form:

$$k(E) = \sigma \frac{N^\dagger(E - E_0)}{h \rho(E)}$$

where $\sigma$ is the reaction symmetry factor, or reaction degeneracy. The meaning of $\sigma$ can be understood through a simple example. Consider the system $X - Y_3$, having three symmetric
bonds \( X - Y \). Any of the three identical bonds \( X - Y \) can be broken. The sum of states is then calculated for the transition state relative to one of the three possible dissociative bonds. However, it will have to be multiplied by 3 (the number of equivalent bonds) in order to calculate the overall reaction rate constant (there will be more possibilities to form the product \( X - Y_2 + Y \)).

When the rate constant \( k(E) \) is calculated using partition functions and the rotational contribution is also included, the role of \( \sigma \) will be replaced by the ratio between the transition state and reagent moment of inertia \( I \).

### 3.2.6 Canonical rate constant

While we have just formulated the microcanonical rate constant, \( k(E) \), the canonical rate constant, \( k(T) \), is the most used in chemical kinetics studies. The most common formulation for \( k(T) \) is given by transition state theory [57, 58]. However, it has been really useful to directly obtaining \( k(T) \) from \( k(E) \) in order to test the theory when it was not possible to perform energy-selected experiments. \( k(T) \) can thus be derived from \( k(E) \) by integration over the distribution of internal energy at the temperature \( T \) [5]:

\[
k(T) = \int_{E_0}^{\infty} k(E)P(E,T)dE
\]

where:

\[
P(E, T) = \frac{\rho(E)e^{-\frac{E}{k_B T}}}{\int_{E_0}^{\infty} \rho(E)e^{-\frac{E}{k_B T}}dE} = \frac{\rho(E)e^{-\frac{E}{k_B T}}}{Q(T)}
\]

Using equation 3.47, \( k(T) \) becomes:

\[
k(T) = \int_{E_0}^{\infty} \frac{N^\dagger(E - E_0)\rho(E)}{h\rho(E)Q(T)} e^{-\frac{E}{k_B T}}dE = \frac{e^{-\frac{E_0}{k_B T}}}{hQ(T)} \int_{E_0}^{\infty} N^\dagger(E)e^{-\frac{E}{k_B T}}dE
\]

The last integral is the Laplace transform of the sum of states \( L[N^\dagger] \) and can be converted by the integration theorem of Laplace transforms to:

\[
L[N^\dagger] = L\left[\int_{E_0}^{E_0} \rho(E)dE\right] = \frac{L\left[\rho^\dagger(E)\right]}{\beta} = Q^\dagger(T)k_BT
\]

Thus we obtain:

\[
k(T) = \frac{k_BTQ^\dagger(T)}{hQ(T)}e^{-\frac{E_0}{k_B T}}
\]
which is the transition state theory rate constant obtained in the high-pressure limit. In this way it is demonstrated that the RRKM theory and canonical TST rate constants are identical when the first is averaged over the Boltzmann energy distribution, i.e. we have demonstrated that RRKM theory is exactly the microcanonical version of the TST theory [5].

3.2.7 Evaluation of the density and sum of states

Evaluation of the microcanonical rate constant $k(E)$ involves the calculation of density and sum of states. The direct count of states is the most accurate procedure for it. Unfortunately it has been feasible for years only for small molecules. For bigger systems (amino acids size) the Whitten-Rabinovitch (WR) [68] semi-classical method has been the standard choice for many years until the development of a more efficient direct count algorithm (BS) by Beyer and Swinehart [69].

Howsoever, none of these methods are really computationally convenient for big systems (the computation time of BS algorithm increases exponentially with the molecular size) and new methods have been developed, as for example the improved WR algorithm for proteins [70]. All the methods that will be further presented use the harmonic approximation in the calculation of the vibrational frequencies. Anharmonic corrections can be added afterward.

Direct count: Beyer-Swinehart (BS) algorithm

The direct count algorithm [69] is the most accurate, simple, but time consuming method to calculate sums and densities of harmonic vibrational states. It can be applied only to small molecules.

Let’s consider a system constituted by $s$ harmonic oscillators. Each harmonic oscillator will have equally spaced states at energies $E_i = \left( n + \frac{1}{2} \right) \hbar \omega_i$, where $n = 0, 1, 2...$ and $\omega_i$ is the vibrational frequency in cm$^{-1}$. Using the zero point energy oscillator as reference energy, the same equation can be re-written as:

$$E_i = n_i \omega_i$$  \hspace{1cm} (3.51)

For a given total internal energy, $E$, and a given oscillator energy, $E_i$, the contribution to the density of states (the number of ways of distributing the energy $E$ between the oscillators) is given by the convolution of the product $\rho(E)\rho(E - E_i)$. To obtain all the density of states
it must be integrated over all the range of $E$ and over all the oscillator energies $E_i$:

$$\int_0^E \rho(E)\rho(E - E_i) dE$$

that is the convolution integral method. The internal vibrational energy is then divided into bins of 1 cm$^{-1}$. Thus, the algorithm to generate the density of states of $s$ harmonic oscillators is given by:

$$\rho(i) = [1, 0, 0, 0, \ldots] \quad \text{!(initialization of vector \rho(i))}$$

Do $j = 1, s$ \quad \text{!(s=number of oscillators)}

\hspace{1em} Do $i = \omega(j), M$ \quad \text{!(M=maximum energy)}

\hspace{2em} $\rho(i) = \rho(i) + (\rho(i) - \omega(j))$

End do

End do

Note that in this notation energy and $\omega$ have the same units, so that, e.g., $\rho(\omega(1)) = \rho(E(\omega(1))) = n\omega(i)$ with $n = 1$.

When $j = 1$ the first oscillator is filled: $\rho(i) = 1$ when $\rho(i - \omega(j))$ is equal to zero (first loop on $i$) or equal to a multiple of $\omega(j)$. In the end of the first $j$ loop the $\rho$ vector will have some 0 and some 1. In the second $j$ loop the $\rho(i)$ value will be increased by 1 when $\rho(i - \omega(j))$ is equal to 0 or if $\rho(i - \omega(j))$ is equal to a multiple of $\omega(i)$ or $\omega(i - 1)$. In the end the values of $\rho(i)$ will correspond to the degeneracy of the energy level.

The sum of states, $N(E)$, can be then obtained by direct numerical integration of the density of states. Otherwise (if the frequencies of the transition state are known or if they can be approximated) it can be also calculated using the same BS scheme:

$$N(i) = [1, 1, 1, \ldots 1] \quad \text{!(initialization of the vector N(i))}$$

Do $j = 1, s$

\hspace{1em} Do $i = \omega(j), M$

\hspace{2em} $N(i) = N(i) + N(i - \omega(j))$

End do

End do
Whitten-Rabinovitch algorithm

The Whitten-Rabinovitch (WR) algorithm is based on the classical sum of states for \( s \) harmonic oscillators. The energy for an harmonic oscillator is:

\[
E = \frac{p^2}{2\mu} + \frac{1}{2}kq^2 \tag{3.53}
\]

i.e. the kinetic energy plus the harmonic potential energy. \( \mu \) is the reduced mass and \( k \) is the force constant of the oscillator. The phase space volume \( PSV \) to describe such a system is the integral over the positions and the momenta:

\[
PSV = \int \int dqdp \tag{3.54}
\]

where \( q \) and \( p \) are subject to the conditions of equation 3.53, that can be written also as:

\[
1 = \frac{p^2}{2\mu E} + \frac{q^2}{2E/k} \tag{3.55}
\]

that is the equation for an ellipse of semi a-axis = \( \sqrt{2\mu E} \) and semi b-axis = \( \sqrt{2E/k} \). The area of an ellipse is \( \pi ab \), so the phase space volume for a classical harmonic oscillator is:

\[
PSV = 2\pi E \sqrt{\frac{\mu}{k}} = \frac{E}{\omega} \tag{3.56}
\]

The energy for a system consisting of \( s \) harmonic oscillators is \( \sum_i E_i \) and the \( PSV \) can be written as:

\[
PSV = \frac{E^s}{s! \prod \omega_i} \tag{3.57}
\]

The sum of states is then given by:

\[
N(E) = \frac{E^s}{s! \prod h\omega_i} \tag{3.58}
\]

while the density of states, that is the derivative of \( N(E) \) in \( d(E) \), is:

\[
\rho(E) = \frac{E^{s-1}}{(s-1)! \prod h\omega_i} \tag{3.59}
\]

In their method, Whitten and Rabinovitch use the modified form by Rabinovitch and Diesen for the sum of states:

\[
N(E) = \frac{(E + aE_z)^s}{s! \prod h\omega_i} \tag{3.60}
\]
where $E$ is the internal vibrational frequency and $E_z$ is the zero point energy. Next step for the WR method consists in obtaining $a$ from:

$$
\omega = \frac{1 - a}{\beta}
$$

with

$$
\beta = \frac{s - 1 < \omega^2 >}{s < \omega^2 >}
$$

and with $\omega$ equal to:

$$
\omega = (5.00\varepsilon + 2.73\varepsilon^{0.5} + 3.51)^{-1}, 0.1 < \varepsilon < 1.0
$$

$$
\omega = exp(-2.4191\varepsilon^{0.25}), 1.0 \leq \varepsilon
$$

where $\varepsilon = E/E_z$.

The density of state will be then:

$$
\rho(E) = \frac{(E + aE_z)^{s-1}}{(s-1)!} \prod \hbar \omega_i \left[ 1 - \beta \left( \frac{d\omega}{d\varepsilon} \right) \right]
$$

with

$$
\frac{d\omega}{d\varepsilon} = -\frac{1(5.0 + 1.365\varepsilon)}{(5.0\varepsilon + 2.73\varepsilon^{0.5} + 3.51)^2}
$$

WR-modified algorithm

The WR method does not fit well with results given using the BS algorithm in low internal energy range. This represents a problem for studying proteins that in the field of mass spectrometry are known to dissociate also at values of energy close to the ZPE (corresponding to $\varepsilon = E/E_0 < 0.1$). Modified WR algorithms were formulated by Laskin [71] and Sun [70] for peptides and proteins. The results of these two methods, the WR and BS algorithms are compared and shown in figures C.1 and C.2 in Appendix C for the example tripeptide system TIK(H$^+$)$_2$.

The version of the WR-method given by Julia Laskin consists in a simple modification of the $\omega$ equation at low values of $\varepsilon$:

$$
\omega = (1.783\varepsilon^{1.4135} + 6.192\varepsilon^{0.6209} + 3.265)^{-1}, \varepsilon < 1.0
$$

The Sun version [70] of the WR method uses again a different analytical form for $\omega$. Moreover, they parametrized a different $\omega_i$ for each of the 20 amino acids. The rate constant
of an n-amino acid protein is then calculated averaging $\omega$ using the different $\omega_i$. The analytical form of $\omega$ used for the parametrization is:

$$\omega = (c_3 \varepsilon^{1.5} + c_2 \varepsilon + c_1 \varepsilon^{0.5} + c_0)^{-1}, \; 0.0005 < \varepsilon < 2.0$$  \hspace{1cm} (3.68)

### 3.3 Chemical Dynamics

Molecular dynamics (MD) propagates the classical Newton equations of motion for the nuclei. Using the nuclear position vector $\mathbf{r}$ instead of the Cartesian coordinates $x$, $y$, and $z$, we can summarize those equations with:

$$\mathbf{F} = m \ddot{\mathbf{r}}$$ \hspace{1cm} (3.69)

where $\mathbf{F}$ is the force, $\ddot{\mathbf{r}}$ the second time derivative of the nuclear coordinates, and $m$ the mass.

The kinetic energy $T$ for a molecular system composed by $N$ atoms is defined by:

$$T = \frac{1}{2} \sum_{i=1}^{N} m_i |\dot{r}_i|^2$$ \hspace{1cm} (3.70)

For a conservative system then it is possible to define the potential energy $V$, such that the force acting to each particle can be written as:

$$\mathbf{F}_i = -\frac{\partial V}{\partial \mathbf{r}_i}$$ \hspace{1cm} (3.71)

Generally, the kinetic energy is function of the momenta and the potential energy of the coordinates only. The total energy of the system, is then defined as the sum of the kinetic and potential energy, the so-called Hamiltonian function:

$$H = T + V$$ \hspace{1cm} (3.72)

The Newton equations of motion can be written in the Hamiltonian (or also Lagrangian) form, that is easier to be integrated. Integration of the Newton equations in fact permits, knowing initial coordinates and velocities, to obtain coordinates and velocities at any time $t$.

Thus, using a numerical method, the time is discretized and given nuclei positions, velocities and the forces (from the electronic potential energy) at time $t$, positions and velocities will be returned at the time $t + \Delta t$. This is shown in figure 3.2.

As it will be shown in section 3.3.1, since the nuclei are much slower than the electrons,
Figure 3.2: The time is discretized in time steps $\Delta t$. Coordinates and velocities are taken from initial conditions and the forces are calculated at the time $t_0$. Using a numerical algorithm is possible to consequently obtain coordinates, velocities and the energy at the time $t + \Delta t$.

it is possible to approximate that their motion is independent, i.e. nuclei and electrons velocities can be decoupled. The nuclei are considered "fixed" and the time-independent electronic Schrödinger equation is resolved for the nuclear positions. The electric field generated by the electrons will induce a force on the nuclei, which will advance by a small $\Delta t$ along the potential energy surface of the electrons.

Traditionally, the electronic potential energy surface is represented by an analytical function, that can be either a standard model [72] or fitted using electronic structure theories. Another possibility is to perform direct dynamics simulations, i.e. to calculate the electronic energy and its gradient on-the-fly using an electronic structure code.

Molecular dynamics studies equilibrium properties and for processes at equilibrium it can be assumed that a long enough trajectory can describe the proper ensemble of states to describe the phenomenon. This assumption is well known as ergodic hypothesis.

However, we are focused on studying reactions and chemical dynamics must be performed on an ensemble of trajectories. The difference, in fact, between molecular and chemical dynamics is that the second simulates quasi-equilibrium and/or non-reversible processes (like unimolecular fragmentation in the gas phase) for which it is not possible to explore all the phase-space of interest with only one trajectory.
Thus, the key ingredients to perform chemical dynamics are: (i) the application of the Born-Oppenheimer approximation; (ii) the choice of a numerical integration method for the classical motion equations; (iii) the definition of the initial conditions for each trajectory; (iii) the choice of how to calculate energies and forces for each point of the trajectory.

### 3.3.1 Born-Oppenheimer approximation

The aim of the Born-Oppenheimer approximation is to separate the motion of the electrons from the one of the nuclei. This will allow to derive classical molecular dynamics.

In order to derive those equations for a chemical, thus quantum, system it is necessary to start from the time-dependent Schrödinger equation:

\[
\frac{i\hbar}{\partial t} \Phi \left( \{r_i\}, \{R_I\}; t \right) = H \Psi_{tot} \left( \{r_i\}, \{R_I\}; t \right) \tag{3.73}
\]

where the vectors \(r\) and \(R\) identify the electrons and nuclei coordinates.

The total Hamiltonian for a chemical system can be written as it follows:

\[
H_{tot} = T_n + T_e + V_{nn} + V_{ee} + V_{ne} \tag{3.74}
\]

where \(T_n\) and \(T_e\) are the kinetic energy operators for the nuclei and electrons respectively; \(V_{nn}\), \(V_{ee}\) and \(V_{ne}\) are the nucleus-nucleus, nucleus-electron, and electron-electron potential energy operators, respectively. Expressing all these terms in atomic units, equation 3.74 becomes:

\[
H_{tot} = -\frac{1}{2} \sum_{I} \frac{1}{M_I} \nabla_I^2 (R_I) - \frac{1}{2} \sum_{i} \nabla_i^2 (r_i) + \sum_{I<J} \frac{Z_I Z_J}{|R_I - R_J|} + \sum_{i<j} \frac{1}{|r_i - r_j|} - \sum_{I<J} \sum_{i<j} \frac{Z_I}{|r_i - R_I|} \tag{3.75}
\]

where \(N\) is the number of electrons, \(M\) the number of nuclei and \(Z\) the nuclear charge.

The total Hamiltonian, 3.74, can be further separated in two parts:

\[
H_{tot} = H_N + H_{el} \tag{3.76}
\]

i.e. in the nuclear and electronic Hamiltonian, where

\[
H_N = T_n + V_{nn} \tag{3.77}
\]
and

\[ H_{el} = T_{el} + V_{ee} + V_{ne} \]  

(3.78)

Since the nuclei are much slower than the electrons, it is possible to approximate that the kinetic energy of the nuclei is zero, so that the electrons move in the field of fixed nuclei. The Hamiltonian for such a system is:

\[ H_{FN}^{el} = H_{el} + V_{nn} \]  

(3.79)

The time-independent Schrödinger equation for \( H_{el} \) is:

\[
H_{FN}^{el} (\{r_i\}; \{R_I\}) \varphi_k (\{r_i\}; \{R_I\}) = E_{el,k} (\{R_I\}) \varphi_k (\{r_i\}; \{R_I\})
\]  

(3.80)

having as solution the stationary electronic wave-function \( \varphi_k \) with eigenvalue \( E_{el,k} \).

There is an adiabatic electronic wave-function \( \varphi_k \) for each fixed nuclear position \( R_I \), such that:

\[
\int \varphi_k^* (\{r_i\}; \{R_I\}) \varphi_l (\{r_i\}; \{R_I\}) \, dr = \delta_{k,l}
\]  

(3.81)

where \( \delta_{k,l} = 1 \) if \( k = l \) and \( \delta_{k,l} = 0 \) if \( k \neq l \), i.e. the eigenfunctions \( \varphi_k \) are orthonormal.

It is thus possible to write the total wave-function of the time-independent Schrödinger equation as an expansion over these electrostatic wave-function and the time-dependent nuclear ones:

\[
\Phi (\{r_i\}, \{R_I\}; t) = \sum_{l=0}^{\infty} \varphi_l (\{r_i\}; \{R_I\}) \chi_l (\{R_I\}; t)
\]  

(3.82)

that couples the adiabatic electronic states with the nuclear wave functions.

Inserting the wave-function of equation 3.82 in equation 3.73 and writing the total Hamiltonian as a sum of the stationary Hamiltonian \( H_{FN}^{el} \) and the kinetic energy \( T_n \), we have:

\[
\left( H_{FN}^{el} + T_n \right) \left( \sum_{l=0}^{\infty} \varphi_l (\{r_i\}; \{R_I\}) \chi_l (\{R_I\}; t) \right) = i\hbar \frac{\partial}{\partial t} \left( \sum_{l=0}^{\infty} \varphi_l (\{r_i\}; \{R_I\}) \chi_l (\{R_I\}; t) \right)
\]  

(3.83)

When the operator \( T_n (= \nabla_n^2) \) operates on the product \( (\chi_k \varphi_k) \) the result is:

\[
\nabla_n^2 (\chi_k \varphi_k) = \nabla_I \nabla_I (\chi_k \varphi_k)
\]  

\[
= \varphi_k \nabla_I^2 \chi_k + \chi_k \nabla_I^2 \varphi_k + 2 \nabla_I \varphi_k \nabla_I \chi_k
\]  

(3.84)

Inserting now equation 3.82 in equation 3.73, multiplying \( \varphi_k^*(\{r_i\}; \{R_I\}) \) by the left, and integrating over all the electronic coordinates \( r \), we obtain:

\[
\left( - \sum_I \frac{1}{2M_I} \nabla_I^2 + E_{el,k}(\{R_I\}) \right) \chi_k + \sum_I C_{k,l} \chi_l = i\hbar \frac{\partial}{\partial t} \chi_k
\]  

(3.85)
where \( C_{k,l} \) is the non-adiabatic coupling operator, which is a non-diagonal term containing both \( \varphi_k \) and \( \varphi_l \). Neglecting terms (adiabatic approximations), it is possible to write the total wave-function of equation 3.82 as:

\[
\Phi (\{\mathbf{r}_i\}; \{\mathbf{R}_I\}) \approx \varphi_l (\{\mathbf{r}_i\}; \{\mathbf{R}_I\}) \chi_l (\{\mathbf{R}_I\}; t)
\]

i.e. into a product of the electronic and nuclear wave-function. Now, neglecting all \( C_{k,l} \), we have:

\[
\left( -\sum_I \frac{1}{2M_I} \nabla_I^2 + E_{el,k} (\{\mathbf{R}_I\}) \right) \chi_k = i\hbar \frac{\partial}{\partial t} \chi_k
\]

(3.87)

that represents the Born-Oppenheimer approximation.

This equation is the starting point to derive classical dynamics, i.e. to transform the quantum motion of the nuclei to a classical one. To do so, we have first to write the nuclei wave-function as:

\[
\chi_k (\{\mathbf{R}_I\}; t) = A_k (\{\mathbf{R}_I\}; t) \exp \frac{i S_k (\{\mathbf{R}_I\}; t)}{\hbar}
\]

(3.88)

Replacing equation 3.88 in equation 3.87 and taking \( \hbar \to 0 \), i.e. in the classical limit, it is possible to derive [73]:

\[
M_I \dddot{\mathbf{R}}_I(t) = -\nabla_I V_{BO}^k (\{\mathbf{R}_I\}(t))
\]

(3.89)

for each electronic state \( k \) and:

\[
V_k = \min_{\varphi_0} \{ \langle \varphi_0 | H_{el}^{FN} | \varphi_0 \rangle \}
\]

(3.90)

Thus, with the Born-Oppenheimer approximation, we can use the classical Newton equations for the nuclei, where the force is obtained by the gradient (changed of sign) of the electronic potential energy surface. This one is simultaneously calculated resolving the electronic time-independent Schrödinger equation.

### 3.3.2 Integration of the motion equations

We have just derived that it is possible, using the Born-Oppenheimer approximation, to use the Newton classical equations of motion for the nuclei.

Integration of the Newton equations allows to know positions and momenta of a system along the time. However, the motion of a chemical system is complex and it is not possible to resolve these equations analytically and it is necessary to use numerical methods. First, the
Simulation time is discretized in small integration steps. The smaller the integration time, the higher will be the accuracy (a good algorithm should allow to use longer time steps $\Delta t$ and at the same time conserve the total energy).

One of the most used numerical method to integrate the classical equations of motion in Molecular Dynamics is the Velocity Verlet [74], (a variation of the previous Verlet algorithm [75]) that was used for many of the simulations reported here. The Velocity Verlet equations for the motion are thus:

$$
\mathbf{r}(t + \Delta t) = \mathbf{r}(t) + \mathbf{v}\Delta t + \frac{1}{2} \frac{\mathbf{F}(t)}{m} \Delta t^2
$$

$$
\mathbf{v}(t + \Delta t) = \mathbf{v}(t) + \frac{1}{2} \Delta t \left[ \frac{\mathbf{F}(t)}{m} + \frac{\mathbf{F}(t + \Delta t)}{m} \right]
$$

where $\mathbf{r}$, $\mathbf{v}$ are the position and velocity vectors, while $\mathbf{F}$ is the force.

Summarizing, in order to implement the Velocity Verlet algorithm, we have to:

1. Give initial conditions for positions and velocities.
2. Use $\mathbf{r}(t)$ to calculate the force $\mathbf{F}(t)$
3. Use $\mathbf{r}(t)$, $\mathbf{v}(t)$ and $\mathbf{F}(t)$ to calculate $\mathbf{r}(t + \Delta t)$.
4. Use $\mathbf{r}(t + \Delta t)$ to calculate $\mathbf{F}(t + \Delta t)$.
5. Use $\mathbf{v}(t)$, $\mathbf{F}(t)$ and $\mathbf{F}(t + \Delta t)$ to calculate $\mathbf{v}(t + \Delta t)$

This algorithm is numerically stable, simple to implement and shows excellent energy conservation. Another integration method that was used is a sixth order symplectic algorithm [76].

### 3.3.3 Initial conditions

To propagate the trajectories one has first to give the initial conditions, i.e. nuclei positions and momenta at $t = 0$. This set is selected in order to obtain a statistical ensemble of trajectories. For example, a quantum or classical microcanonical [77] or canonical sampling for
positions and momenta may be chosen for the ion.

In order to simulate CID two chemical dynamics activation methods were employed: explicit collision and internal energy activation, which differ in the initial conditions. We will now describe the two separately.

Explicit collision activation

In section 2.1.2 of chapter 2 it was introduced the idea that an ion can be activated through a "linear" acceleration toward the collision cell containing an inert gas. In these kinds of instruments, as for example in a triple quadrupole, the energy transmitted with only one collision can be "high" enough to allow fragmentation. In this case, the dynamical effect of the collision is important, for example the dissociation can take place close to the collision site. The high energy collision can in fact induce a fast dissociation, i.e. the ion can dissociate before an internal energy relaxation (IVR), see panel A of figure 3.3. These are all simplifications made in order to model the experiment, that is indeed idealized through a single and high collision between the ion and an inert gas.

In order to make the model "real" two aspects must be considered: (i) the configurational space must sampled for both the ion and the gas and (ii) random conditions for the collision must be chosen, see figure 3.4.

1. First, an initial equilibrium geometry at a minimum electronic potential energy surface must be given for both the ion and the collision gas.

2. For the ion a classical canonical sampling for the normal modes can be chosen at the temperature of 300 K. At this temperature the classical and quantum energy distributions are similar and the ion vibrational energy will be higher than its zero point energy (ZPE), that is a quantum property. Since initial conditions are chosen in order to reproduce the ZPE, it is often referred to this sampling as quasi-classical initial conditions [76]. However, classical Newton equations are used to describe the nuclei motion and thus there will not be any guarantee that the ZPE will be preserved. The harmonic vibrational Hamiltonian of a chemical system consisting of $s$ normal modes is given by:

$$ H = \sum_{i=1}^{s} \frac{P_i^2 + \lambda_i Q_i^2}{2} $$

(3.93)
Figure 3.3: Panel A: fast excitation process. The molecular system dissociates before any internal energy redistribution; Panel B: slow excitation process: the internal excess energy is statistically distributed before the dissociation.
where $Q_i$ are the normal mode coordinates that are equal to:

$$Q_i = \sum_l a_{il}q_l$$  \hspace{1cm} (3.94)

and where $q_l$ are the mass-weighted displacement (from the equilibrium geometry) Cartesian coordinates and $a_{il}$ are the matrix elements that define the transformation between $Q_i$ and $q_l$.

Thus, the energy is calculated for each $Q_i$, so that we can calculate the probability of each normal mode quantum number $n_i$ to be populated at the temperature $T_{VIB}$:

$$P(n_i) = \exp \left( -\frac{n_i h\nu_i}{k_B T_{VIB}} \right) \left[ 1 - \exp \left( -\frac{h\nu_i}{k_B T_{VIB}} \right) \right]$$  \hspace{1cm} (3.95)

where $h$ is the Plank constant, $\nu_i$ is the vibrational frequency of the normal mode $i$, $k_B$ is the Boltzmann constant and $T_{VIB}$ is the vibrational temperature, for example 300 K. For each trajectory a single normal mode quantum number, and thus energy, is chosen in accord to this probability. The same normal mode energy can be given by different combinations of the normal mode coordinates, $Q_i$, and its time derivative, $\dot{Q}_i$:

$$Q_i = A_i \cos (2\pi R_i)$$  \hspace{1cm} (3.96)

$$\dot{Q}_i = -\tilde{\omega}_i A_i \sin (2\pi R_i)$$  \hspace{1cm} (3.97)
where $A_i$ is the normal mode $i$ amplitude and $\tilde{\omega}_i = 2\pi \nu_i$, while $R_i$ is a random number by which $Q_i$ and $\dot{Q}_i$ are chosen. When this procedure is done for all the normal modes these coordinates can be linearly transformed in atomic positions and momenta. In particular, the transformation is made in order to displace the atomic positions around the given potential energy equilibrium geometry.

3. An angular momentum will be then applied to the ion in accord to the rotational temperature chosen. This energy can be given in accord to a Boltzmann distribution at 300 K and assuming a symmetric-top geometry for the ion, or giving $\frac{k_B T_{ROT}}{2}$ to each axis of inertia.

4. The gas used to enhance the ion dissociation can be an atom, like Ar, or diatomic, like $N_2$. For the Ar it is simple because it has no vibrational or rotational degrees of freedom. For $N_2$, having only one vibrational normal mode, its quantum number can be sampled with a Boltzmann distribution (it will be almost always $n = 0$ and sometimes $n = 1$). Rotational energy can be given selecting the rotational quantum number or giving $\frac{k_B T_{ROT}}{2}$ to the two axes of inertia.

Once the reactants initial conditions are given, it is necessary to set randomly also the ’collision process’. This is done as follows.

1. The center of mass translational collisional energy and the ion-gas initial distance are set and they are a constant for all the trajectories. In particular the collision energy, given in the center-of-mass framework, can be related to the collision energy in the laboratory framework used in triple quadrupole mass spectrometer (see section 2.1 in chapter 2):

$$E_{CM} = \frac{m_{gas}}{m_{ion} + m_{gas}} E_{LAB}$$

(3.98)

where $E_{CM}$ and $E_{LAB}$ are the energies in the center-of-mass and in the laboratory framework, respectively, and $m_{ion}$ and $m_{gas}$ are the masses of the ion and the gas, respectively.

2. The ion is rotated about its Euler angles (using random numbers) in order to obtain random directions of the collisions.
3. The impact parameter $b$ is the gas collision aiming distance (calculated from the ion center of mass), see figure 3.5. It can be a fixed number or randomly selected imposing the maximum value $b_{\text{max}}$:

$$b = b_{\text{max}} \sqrt{R}$$  \hspace{1cm} (3.99)

$R$ is a random number between 0 and 1 and the square root of such a number provides a higher probability of higher $b$ values.

The initial distance between the ion and the gas is set so that the initial potential energy repulsion is zero. The maximum impact parameter can be chosen with a geometric or energetic criterion, generally leading to a similar value of $b_{\text{max}}$. A more rigorous way is to analyse, via a preliminary set of trajectories, the energy transfer as a function of $b$. $b_{\text{max}}$ is then chosen as the value of $b$ at which the transferred energy is less than 5% of the collision energy.

Figure 3.5: Impact parameter for a collision between the gas and a generic ion. The impact parameter $b$ is the distance between the center of mass of the ion and the velocity $v$ of the gas.
Internal energy activation

As already mentioned in section 2.1.2 of chapter 2, the collision activation in a generic ion-trap is different from the activation mode of a quadrupole filter. This regards two aspects of the two instruments: in the quadrupole the ions are only accelerated through the quadrupole plates in order to reach the detector, while in an ion-trap the ions are collected in a loop-motion and only after they will reach the detector. The second aspect to be considered regards the amount of energy transfer: in the quadrupole the energy of one collision can be enough to allow fragmentation, while multiple collisions are generally needed in an ion-trap.

Thus, one collision in a trap cannot allow immediate fragmentation, but the energy is stored in the ion, and ideally, statistically distributed between the normal modes. The internal energy of the ions can grow up slowly and each intermediate of a reaction coordinate is thermalized by this "external bath" (see panel B of figure 3.3). The evolution of a thermalized system does not depend on the activation way. Such a system can be thus idealized as a system having energy statistically distributed between its degrees of freedom.

Indeed, in internal energy activation simulations the ion is excited by increasing its internal energy and the collision is not simulated. This can be done using a classical microcanonical sampling scheme [77] for the vibrational energy. The harmonic oscillators energies must be chosen randomly and in order to have a total vibrational energy $E_{VIB}$. Normal modes coordinates and consequently atomic positions and momenta are obtained as discussed previously.

If the ion is large enough $s - 1$ can be approximated to $s$, the number of normal modes. If also the reactant energy $E$ is large, so that $E_0/E << 1$, the classical microcanonical and canonical rate constant, $k(E)$ and $k(T)$ are equivalent. This will be better shown in section 4. Microcanonical simulations can then be used to obtain $k(T)$ choosing $E_{VIB} = sk_BT$.

3.4 Quantum Chemistry methods

Given the Born-Oppenheimer approximation (see section 3.3.1), it is possible to separate the nuclear and electronic motions. In section 3.3.2 the algorithms used to apply the Newton equation on the nuclei were described. In order to apply those algorithms on the nuclei it is necessary to define the initial conditions (section 3.3.3) and to provide the forces responsible for the nuclear motion itself. The force is calculated by the gradient of the nuclear potential energy and the electronic energy. To perform our direct Chemical Dynamics simulations they
are generally calculated using semi-empirical Hamiltonians. They are based on the Hartree
Fock (HF) method, but provide more efficiency by the introduction in the HF equations of
some approximations and empirical parameters. The Hartree Fock method and the successive
semi-empirical Hamiltonians [23, 24, 78, 79] will be presented in this section.

More accurate quantum chemistry methods are used to calculate the electronic energies
and frequencies like density functional theory (DFT) or post-HF methods.

### 3.4.1 Hartree Fock

Hartree Fock is one of the oldest quantum chemistry method used to find an approximated
electronic wave-function representing a system stationary electronic state and the associated
energy.

Often it is referred to as the self-consisted field (SCF) theory because the two goals are
achieved through an iterative search of the best wave-function coefficients and the calculation
of the corresponding energy.

The method is based on the Born-Oppenheimer and on other two main approximations,
the mean-field and the pseudo-single particle. The mean-field approximation regards the interaction term between a mono-electronic function and all the others, which can be approximated by a mean electronic field. This is the approximation that allows to write $E_{el}$, the total electronic energy, as a sum of mono-electronic terms and to resolve the electronic problem. The pseudo single-particle approximation is a consequence of the previous approximation. If the electronic energy is written as a sum, the wave-function can be written as a product of mono-electronic functions. However, an electronic function must be anti-symmetric for the exchange of two electrons coordinates (because electrons are indistinguishable).

The first iterative process step consists in building an initial anti-symmetric electronic wave-function guess, that can be obtained building a Slater determinant: a set of orthonormal mono-electronic wave-functions is chosen, which indices are along the columns and the electronic coordinates along the rows.

$$
\Phi = \frac{1}{\sqrt{N}} \begin{bmatrix}
\phi_1(1) & \phi_2(1) & \phi_3(1) & \ldots & \phi_N(1) \\
\phi_1(2) & \phi_2(2) & \phi_3(2) & \ldots & \phi_N(2) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
\phi_1(N) & \phi_2(N) & \phi_3(N) & \ldots & \phi_N(N)
\end{bmatrix}
$$
Each mono-electronic wave-function is a product of an orbital spatial function and a spin function, $\alpha$ or $\beta$. The $\phi_i$ are now be called spin-orbitals. In particular, if the objective is to calculate the energy of a molecular system, each spin-orbital is called molecular-orbital. The variational principle states that any approximated wave-function has an energy higher or equal to the exact one. It is then possible to optimize $\Phi$ by minimizing the energy.

To simplify the Hartree Fock equation that will follow, it is better to write $\Phi$ differently, i.e. as the product of the anti-symmetrization operator $A$ and the determinant diagonal product $\Pi$:

$$\Phi = A\Pi$$

(3.101)

with:

$$\Pi = [\phi_1(r_1)\phi_2(r_2)\phi_3(r_3)\ldots\phi_N(r_N)]$$

(3.102)

$$A = \frac{1}{\sqrt{N}} \sum_{p=0}^{N-1} (-1)^p P = \frac{1}{\sqrt{N}} \left[ 1 - \sum_{i,j} P_{i,j} + \sum_{i,j,k} P_{i,j,k} - \ldots \right]$$

(3.103)

where $P$ is the permutation operator and $\mathbf{1}$ the identity operator. $P_{i,j}$ is the permutation over two electronic coordinates, so $P_{i,j,k}$ is the permutation over three and so on.

The electronic Hamiltonian for a molecular system can be written as:

$$H_{el} = \sum_i h_i + \sum_{j>i} g_{i,j} + V_{nn}$$

(3.104)

where $h_i$ is the one-electron Hamiltonian, i.e. the sum of one-electron kinetic energy and electron-nuclei attractive interaction:

$$h_i = -\frac{1}{2} \nabla_i^2 - \sum_{m} \frac{Z_m}{|R_m - r_i|}$$

(3.105)

where $m$ is the index over the nuclei, $Z_m$ the $m$-atomic number, $M$ the number of nuclei, $R_m$ the $m$-nucleus coordinate and $r_i$ the electron one.

$g_{i,j}$ is then the two-electron operator, i.e. that gives electron-electron repulsion:

$$g_{i,j} = \frac{1}{|r_i - r_j|}$$

(3.106)

while $V_{nn}$ is the nuclear-nuclear repulsion operator, independent of the electronic coordinates, and indeed leads to a constant along all the iterative process.

$\Phi$ is an approximated and normalized wave-function, so that the energy can be calculated as:

$$E_{el} = \langle \Phi | H_{el} | \Phi \rangle$$

(3.107)
Replacing Φ with AΠ and considering the two following properties of A:

\[ AH = HA \] (3.108)
\[ AA = √N!A \] (3.109)

the equation 3.107 can be rewritten as:

\[ E_{el} = \sum_P (-1)^P (Π|H|Π) \] (3.110)

Looking at equation 3.104, it is possible to consider separately the electron’s coordinates dependent terms \( h_i \) and \( g_{i,j} \). The one-electron operator, \( h_i \) gives a non-zero contribution to the energy only when \( P \) is equal to the identity operator \( 1 \). Indicating with \( E_1 \) the energy given by the one-electron operator acting on the electron coordinate 1, \( h_1 \):

\[ E_1 = \langle Π|h_1|Π\rangle = \langle φ_1(1)|h_1|φ_1(1)⟩\langle φ_2(2)|φ_2(2)⟩\langle φ_3(3)|φ_3(3)⟩ \ldots \langle φ_N(N)|φ_N(N)⟩ \]
\[ = \langle φ_1(1)|h_1|φ_1(1)⟩ \] (3.111)

Similarly to what was done to calculate equation 3.111, it is possible to see that the two-electron operator \( g_{i,j} \), instead, gives a non-zero contribution to the total electronic energy when the operator \( P \) is equal to the identity or to the permutation of two-electron operators. Considering the two-electron operators \( g_{1,2} \) acting on the electron coordinates 1 and 2, it follows that:

\[ E_{1,2} = \langle φ_1(1)φ_2(2)|g_{1,2}|φ_1(1)φ_2(2)⟩ + \langle φ_1(1)φ_2(2)|g_{1,2}|φ_2(1)φ_1(2)⟩ = J_{1,2} + K_{1,2} \] (3.112)

where \( J_{1,2} \) is called Coulomb integral and it is a two-charge distribution classical repulsion, while \( K_{1,2} \) is called exchange integral and it is a pure quantum quantity.

The total electronic energy is now:

\[ E_{el} = \sum_{i=1}^{N} h_i + \sum_{j>i}^{N} (J_{i,j} - K_{i,j}) + V_{nn} \] (3.113)

Note that using this notation, \( h_i \) and \( V_{nn} \) are integrals and not operators, as well as \( J_{i,j} \) and \( K_{i,j} \).

The purpose is then to find the stationary wave-function that minimize the energy. However, the search must be constrained in order to maintain the set of mono-electronic wave-functions orthonormal. This is done using the method of the Lagrangian multipliers that
consists in finding the coefficients that make the Lagrangian function $L$ stationary with their little variation:

$$\delta L = \delta E_{el} - \sum_{i,j}^N \lambda_{i,j} \delta (\langle \phi_i | \phi_j \rangle - \delta_{i,j}) = 0$$  \hspace{1cm} (3.114)$$

Note that in 3.114, as henceforth, a different notation is used to specify the electrons coordinates, so that, for example, $\langle \phi_i(1) \phi_j(2) | \phi_i(2) \phi_j(1) \rangle = \langle \phi_i \phi_j | \phi_i \phi_j \rangle$.

It is possible to derive:

$$\delta E_{el} = \sum_i^N (\langle \delta \phi_i | \phi_i \rangle + \langle \phi_i | \delta \phi_i \rangle) + \sum_{j>i}^N ((\delta \phi_i | J_j - K_j | \phi_i) + \langle \phi_i | J_i - K_j | \delta \phi_i \rangle)$$

$$= \sum_i^N (\langle \delta \phi_i | F_i | \phi_i \rangle + \langle \phi_i | F_i | \delta \phi_i \rangle)$$  \hspace{1cm} (3.115)$$

from which it is possible to define the Fock operator $F$, as:

$$F_i = h_i + \sum_j (J_j - K_j)$$  \hspace{1cm} (3.116)$$

where $J_j$ and $K_j$ are the Coulomb and Exchange operators:

$$J_j = \langle \phi_j | g_{i,j} | \phi_j \rangle$$  \hspace{1cm} (3.117)$$

$$K_j = \langle \phi_j | g_{i,j} | \phi_i \rangle$$  \hspace{1cm} (3.118)$$

If we compare the Hamiltonian with the Fock operator we have:

$$H_{el, i} = F_i - \frac{1}{2} \sum_j^N (J_j - K_j) + V_{nn}$$  \hspace{1cm} (3.119)$$

Replacing equation 3.115 in equation 3.114:

$$\delta L = \sum_i^N (\langle \delta \phi_i | F_i | \phi_i \rangle + \langle \phi_i | F_i | \delta \phi_i \rangle) - \sum_{j>i}^N \lambda_{i,j} (\langle \delta \phi_i | \phi_j \rangle + \langle \phi_i | \delta \phi_j \rangle) = 0$$  \hspace{1cm} (3.120)$$

For the following properties:

$$\langle \phi | \delta \phi \rangle = (\delta \phi | \phi)^*$$  \hspace{1cm} (3.121)$$

$$\langle \phi | F | \delta \phi \rangle = (\delta \phi | F | \phi)^*$$  \hspace{1cm} (3.122)$$
and with a rearrangement equation 3.120 becomes:

$$\sum_i^{N} \langle \delta \phi_i | F | \phi_i \rangle - \sum_{j>i}^{N} \lambda_{i,j} \langle \delta \phi_i | \phi_j \rangle = - \sum_i^{N} \langle \delta \phi_i | F | \phi_i \rangle^* + \sum_{j>i}^{N} \lambda_{i,j} \langle \delta \phi_i | \phi_j \rangle^*$$  \hspace{1cm} (3.123)

We can also write the same equation differently:

$$\sum_i^{N} \langle \delta \phi_i | F | \phi_i \rangle - \sum_{i,j}^{N} \lambda_{i,j} \langle \delta \phi_i | \phi_j \rangle + \sum_i^{N} \langle \delta \phi_i | F | \phi_i \rangle^* - \sum_{i,j}^{N} \lambda_{i,j} \langle \delta \phi_i | \phi_j \rangle^* = 0$$  \hspace{1cm} (3.124)

From the 3.123 it is clear that to have the 3.124, so to make $\delta L$ equal to 0, it is sufficient the following condition:

$$\sum_i^{N} \langle \delta \phi_i | F | \phi_i \rangle - \sum_{j>i}^{N} \lambda_{i,j} \langle \delta \phi_i | \phi_j \rangle = 0$$  \hspace{1cm} (3.125)

From 3.125 it is possible to write $N^2$ Hartree Fock equations:

$$F_i \phi_i = \sum_j^{N} \lambda_{i,j} \phi_j$$  \hspace{1cm} (3.126)

By choosing the matrix of the coefficients of $\Phi$ as an unitary transformation that makes the matrix of the Lagrangian multipliers diagonal, where $\lambda_{i,i} = \epsilon_i$, the set of these new wavefunctions with energy $\epsilon_i$ are called canonical orbitals. The Hartree Fock equations become:

$$F_i \phi_i' = \epsilon_i \phi_j'$$  \hspace{1cm} (3.127)

The canonical orbitals, $\phi_i'$, are the wave-functions that make stationary and minimum the electronic energy, which should be still calculated using equation 3.113. In analogy with equation 3.119, the total electronic energy can be written as:

$$E_{el} = \sum_i^{N} \epsilon_i - \frac{1}{2} \sum_{i,j}^{N} (J_{i,j} - K_{i,j}) + V_{nn}$$  \hspace{1cm} (3.128)

The Coulomb and Exchange integrals make the energy minimization an iterative process. In fact, they are in turn functions of the wave-function that must be determined. It is particularly useful to see how the iterative process works in the case of $\Phi$ being the total electronic molecular wave-function and $\phi_i$ being the electronic molecular orbitals, indeed wave-functions obtained as a linear combination of a number $Mb$ of atomic wave-functions basis, so-called atomic orbitals (AO). Each atomic-orbital is taken as a pre-computed set of functions. We will now on refer to the $\phi_i$ as molecular orbitals (MO), that are:

$$\phi_i = \sum_{\alpha}^{Mb} c_{\alpha,i} \chi_{\alpha}$$  \hspace{1cm} (3.129)
where \( \chi_\alpha \) is an atomic orbital.

Using equation 3.127 and replacing \( \phi_i \) with equation 3.129 the Hartree Fock equations can be written as:

\[
F_i = \sum_{\alpha} c_{\alpha,i} \chi_\alpha = \epsilon_i \sum_{\alpha} c_{\alpha,i} \chi_\alpha \tag{3.130}
\]

Multiplying by the left equation 3.130 and by further integration we obtain the Roothaan-Hall equations for the molecular orbital \( \phi_i \) that can be expressed in a matrix notation:

\[
FC = SC\epsilon \tag{3.131}
\]

Where \( F \) is the Fock matrix with elements \( F_{\alpha,\beta} = \langle \chi_\alpha | F | \chi_\beta \rangle \), \( S \) is the overlap matrix, i.e. the matrix formed by all the elements \( S_{\alpha,\beta} = \langle \chi_\alpha | \chi_\beta \rangle \), \( C \) is the matrix of the coefficients \( c_{\alpha} \), and \( \epsilon \) the vector of the eigenvalues \( \epsilon_i \).

Given an initial coefficients guess, i.e. an \( N^2 \) coefficients matrix, it will be possible to find an unitary transformation that makes the Fock matrix diagonal, with the diagonal elements being the eigenvalues, \( \epsilon_i \). This unitary transformation is a new coefficients matrix. If this is used to calculate again the two-electron integrals then the Fock matrix is not any more diagonal and it must be found a new unitary transformation until convergence, indeed until the coefficients matrix used to calculate the two-electron integrals is the one used to diagonalize the Fock matrix.

A useful notation for equation 3.131 can be obtained by writing the two-electron integrals as a product of a density matrix and a tensor containing two-electron integrals:

\[
\langle \chi_\alpha | F | \chi_\beta \rangle = \langle \chi_\alpha | h | \chi_\beta \rangle + \sum_{j}^{\text{occ.MO}} (\langle \chi_\alpha \phi_j | g | \chi_\beta \phi_j \rangle - \langle \chi_\alpha \phi_j | g | \phi_j \chi_\beta \rangle)
\]

\[
= \langle \chi_\alpha | h | \chi_\beta \rangle + \sum_{j}^{\text{occ.MO}} \sum_{\gamma,\delta} c_{\gamma,j} c_{\delta,j} (\langle \chi_\alpha \chi_\gamma | g | \chi_\delta \chi_\beta \rangle - \langle \chi_\alpha \chi_\gamma | g | \chi_\delta \chi_\beta \rangle)
\]

\[
= \langle \chi_\alpha | h | \chi_\beta \rangle + \sum_{\gamma,\delta}^{\text{occ.MO}} D_{\gamma,\delta} (\langle \chi_\alpha \chi_\gamma | g | \chi_\delta \chi_\beta \rangle - \langle \chi_\alpha \chi_\gamma | g | \chi_\delta \chi_\beta \rangle) \tag{3.132}
\]

or:

\[
F_{\alpha,\beta} = h_{\alpha,\beta} + \sum_{\gamma,\delta} G_{\alpha,\gamma,\delta} D_{\gamma,\delta} \tag{3.133}
\]

that can be written in a matrix form as:

\[
F = h + G \cdot D \tag{3.134}
\]
An Hartree Fock (HF) calculation scales formally as $M b^4$, i.e. as the number of two-electron integrals. In the next session the semi-empirical Hamiltonians methods will be described that, based on the HF formalism, reduce the computational cost by reducing the number of these two-electron integrals.

### 3.4.2 Semi-empirical Hamiltonian methods

The number and type of $M b$ atomic basis, that form the so-called basis set, provide the computational cost of any SCF iteration. This is the first point considered by semi-empirical Hamiltonian methods to reduce the computational cost of the SCF. A basis set should give better results as the number of basis functions increases. However, semi-empirical methods reduce their number taking advantage of the empirical parameters that are introduced in the modified HF equations to reduce the calculation cost and use a minimum set of basis, the so-called minimal basis set. Furthermore, only basis for the valence electrons take part to the integrals, while the core electrons are treated by introducing an analytical function or reducing the nuclear charge:

$$ h = -\frac{1}{2} \nabla^2 - \sum_a^{N_{\text{nuclei}}} \frac{Z_a^{\text{red}}}{|R_a - r|} = -\frac{1}{2} \nabla^2 - \sum_a^{N_{\text{nuclei}}} V_a $$

(3.135)

where $Z_a^{\text{red}}$ is the nuclear charge reduced by the number of core electrons.

Most of the semi-empirical methods adopt the minimal basis set, using only one s- and three p-orbitals (only one s-orbital for $H$ is used) for atoms of the first two rows of the periodic table.

The central approximation of all the semi-empirical Hamiltonians models is the Zero Differential Overlap (ZDO), that neglects all the basis functions products (not their integrals) that locate the same electron on different atoms:

$$ \langle \mu_A(1)|\nu_B(1) \rangle = 0 $$

(3.136)

where in semi-empirical theory the $\chi_s$ functions generally used by ab initio methods are replaced by $\mu$, $\nu$, $\gamma$ and $\sigma$. $\mu_A(1)$ indicates the electron with coordinate 1 located on the atomic basis $\mu$ of the atom $A$ and $\nu_B(1)$ the electron with coordinate 1 located on the atomic basis $\nu$ of the atom $B$. With this notation a Fock matrix element becomes:

$$ F_{\mu,\nu} = h_{\mu,\nu} + \sum_{\lambda,\sigma}^{M b} D_{\lambda,\sigma} (\langle \mu|\lambda\rangle \langle \nu|\sigma \rangle - \langle \mu|\sigma \rangle \langle \nu|\lambda \rangle) $$

(3.137)
where $\langle \mu \nu | \lambda \sigma \rangle$ is an abbreviation for the two-electron integrals.

From Eq. 3.136, it follows that the overlap matrix, $S$, is an \textit{unitary} matrix; the one-electron three-center integrals and the two-electron three- and four-center integrals are zero, that are given respectively by:

$$S_{\mu,\nu} = \langle \mu | \nu \rangle = \delta_{\mu,\nu} \delta_{A,B}$$  \hspace{1cm} (3.138)

$$\langle \mu_A | V_C | \nu_B \rangle = 0$$  \hspace{1cm} (3.139)

$$\langle \mu_A \nu_B | \lambda_{CD} \rangle = \delta_{AC} \delta_{BD} \langle \mu_A \nu_B | \lambda_{AB} \rangle$$  \hspace{1cm} (3.140)

This reduces the computational cost but also the accuracy, and in order to compensate for the errors introduced in this way, the remaining integrals are parametrized using empirical data or high level quantum chemistry data. The ZDO is also known as NDDO, that is \textit{Neglect of Diatomic Differential Overlap Approximation}. This is also the name of the family of semi-empirical methods that obey to it. Other two important families of semi-empirical methods are the INDO (\textit{Intermediate Neglect of Differential Overlap Approximation}) and CNDO (\textit{Complete Neglect of Differential Overlap Approximation}) that differ each other in the way the two-electron integrals are treated. In particular, while in the NDDO approximation the one- and two-center two-electron integrals are calculated on-the-fly, in the other two they are made into parameters.

All the cited approximations use $Z_{\text{red}}$ in equation 3.135 in order to recover for the core electrons neglect. The semi-empirical methods of a same family are then differentiated depending on the way in which the parametrization is done. For example the so-called MINDO models are modified-INDO methods that differ in the data set used in the parametrization. Between the most famous or used methods we find modified-NNDO models [80], namely MNDO, as AM1 [81] (\textit{Austin Model number one}), RM1 [82] (\textit{Recife Model number one}) and different PM-N variations (\textit{Modified Neglect of Diatomic Overlap, Parametric Method number N}). The main advantage of MNDO methods over the MINDO ones is that the parametrization was done to reproduce molecular properties and not atomic ones. However, the first released MNDO model could not reproduce the Hydrogen bond and in all the consequent models the \textit{core-core} repulsion was modified by adding Gaussian stabilizing functions.

The resulting Hamiltonian equations are the same for AM1, RM1 and PM3 [83], while other further modifications were carried out by the successive PM6-D [84] and PM7 [85]. In particular, the RM1 and PM-N models differ from the older MNDO ones [80, 81] by the fact that the parameters are optimized simultaneously and it was adopted a larger reference data set.

Moreover, RM1, PM6-D and PM7 include for many elements a set of five d-functions inside
the basis set, allowing the study of heavier elements. Also a dispersion (and hydrogen bonds) contribution post-SCF correction was added to PM6, resulting in PM6-D, while in the case of PM7 the parametrization has been achieved after having incorporated those corrections into the method. This last correction should allow PM7 to give more correct heats of formation than the previous method PM6-D [86]. The most recent parametrization model consist then in PM6-D3, where the dispersion term is replaced by the DFT-D3 [87] correction.

Independently from the corrections terms included, the accuracy of each method is also strictly dependent on the system and it should be tested, since different data sets were used to obtain the different parametrizations.
Chapter 4

Chemical Dynamics simulations for Collision-Induced Dissociation of biomolecules

Collision induced dissociation (CID) is widely used in experiments for fundamental and analytical studies of the unimolecular dissociation of molecular ions [2]. The standard theoretical approaches for CID were discussed in chapter 2, as well as the experimental methodologies and applications in Mass Spectrometry.

By using direct dynamics, and employing two different activation models, two fragmentation limits of CID may be investigated (see section 3.3.3): (1) explicit collision simulations, in the tens of picosecond time scale, provide the products observed mainly through non-statistical fragmentations, i.e. products formed on time scales much faster than full IVR; and (2) simulations with internal energy activation of the peptide ion may be used to establish fragmentations with thermal random activation, providing also the Arrhenius parameters for the observed pathways. Thermal activation pathways and time scales may be thus compared with those observed for collision dynamics, while activation energies may be compared with electronic structure theory calculations. This will allow to obtain information on the statistical or non-statistical behaviour of the observed unimolecular dissociation.

Direct dynamics simulations have been extensively used to study the CID of organic and biological ions [27, 29, 30, 31, 88, 89, 90, 14, 91, 25, 92, 93, 24]. In this chapter they are compared and summarized in the context of describing the role of chemical dynamics simulations.
for CID experiments.

In particular, we first need to analyse three aspects relative to the unimolecular dissociation induced by collision that are: (i) the amount of energy that each collision transfers to the ion; (ii) the vibrational-rotational partitioning of the energy that is transferred upon the collision; (iii) the localization of the energy in a particular internal mode after the collision and the way this energy can further flow through the other internal modes.

The first two aspects are discussed in the following section, 4.1. The third one, a limit case of energy localization, the so-called shattering mechanism, will be presented in section 4.2. The way in which the energy is distributed influences the consequent fragmentation dynamics. Thus, an example study is given in section 4.3 and it is used to discuss the complementarity in CID of the two dissociation mechanisms (statistical or non-statistical) and their relationship with the activation mode in simulations. Particular importance will be given to the information that may be recovered when the fragmentation is the consequence of a statistical internal energy distribution.

4.1 Energy transfer to vibration and rotation in collision simulations

In order to simulate CID, it is crucial to learn about the energy transfer to the ion due to the collision with the inert gas. This can be done by simulating explicitly one single collision with fixed collision energy, as we will see in section 4.3. In particular, using equation 3.98 it is possible to relate the collision energy in the gas-ion center-of-mass framework, used in the simulations, with the collision energy used in a quadrupole mass spectrometer [94]. Thus, simulations and experiments can be compared directly.

One approach to simulate an explicit collision consists on modelling the ion, that must be able to dissociate, with a quantum chemistry method (QM), while the interaction with the gas and the gas itself using an analytical function (MM). A general analytical expression for this function is:

\[ V = Ae^{-Br} + \frac{C}{r^n} \] (4.1)

where \( A, B \) and \( C \) are positive (pure repulsive potential) and can be obtained by fitting interaction energies calculated \textit{ab initio}, while \( n \) can be fixed or also fitted.
When studying large molecules (more than 10 atoms), like peptides, a building block approach can be employed:

- The interaction of the gas with, for example, CH$_4$, NH$_3$ and other ''blocks'' is calculated using high-level electronic calculations (e.g. QCISD(T)).
- Parameters $A$, $B$ and $C$ for the equation 4.1 are obtained for each building block by fitting the high-level calculations total energies.
- Each building block will be a 'portion' of a larger molecule/ion, which interaction potential with a second species (the gas), will be represented by the formula:

$$V = \sum_i \left( A_i e^{-B_i r} + \frac{C_i}{r^n} \right)$$

(4.2)

where $A_i$, $B_i$, and $C_i$ are obtained for each building block.

Generally, the interaction is set for each hybridization or environments: e.g. for a carbon, C, a different value for C $sp^2$ or C $sp^3$ is used, while for an hydrogen, H, the values are function of the different groups to which it can be attached etc. Employing this approach, and fixing $n = 9$, Meroueh and Hase [12] developed an interaction potential between building blocks of poly-glycines. The same functional form that they reported was then used to model the interaction of N$_2$ with the building blocks of poly-glycines. The parameters obtained were then used to study CID of protonated urea [31].

The possibility of modelling interactions via simple Lennard-Jones potentials, which parameters are atomic, was investigated [12], but the energy transfer was found to be significantly different from what obtained by accurate parametrizations.

For the TIK(H$^+$)$_2$ ion, namely threonine-isoleucine-lysine, we have used a full semi-empirical Hamiltonian (RM1) (see section 4.2 of chapter 5). Semi-empirical methods can provide correct interactions for N$_2$ while they showed to be inefficient for treating rare gas atoms. The choice of a full semi-empirical Hamiltonian or an analytical expression for the two colliding partners interaction depends essentially on the availability of the parameters. Results of RM1 and analytical potential (equation 4.2) for the simple case of N$_2$ interacting with CH$_3$OH shows that both provide reasonable short-range (which is very important for CID) interaction potentials in comparison with accurate QCISD(T)/6-31++G** calculations (see figure 4.1).
The energy transfer, over an ensemble of trajectories, can assume a spectrum of values that go from zero to the nominal collision energy. Analysing the data in table 4.1, we should notice that the values, \( \% E_{tr} \), observed do not exceed the 50\% of the collision energy and they are often largely smaller than this. Furthermore, these values decrease as the collision energy increases, reflecting the fact that the increase of collision energy corresponds to the increase of the projectile velocity and, thus, the time the ion and the projectile interaction decreases. The distribution of energy transfer is generally quite spread, even always resulting in a relatively small value when reporting only the average. If then the energy transfer is decomposed between the reactive and non-reactive trajectories, the first involves always higher energies, as expected. In figure 4.2 it is shown the distribution of energy transfer for collision simulations of \( \text{N}_2 \) with the TIK(\( \text{H}^+ \))\(_2\) tripeptide ion, that is decomposed between the contribution of non-reactive and reactive trajectories.

The results obtained for the energy transfer in last years simulations for different systems are summarized in table 4.1.

The unimolecular RRKM rate constant is function of both rotational and the vibrational energy [59, 60, 55, 56]. However, rotational energy is often disregarded from the rate constant calculation. In fact its contribution to the rate constant is important for high values of rotational energy only or in the case in which reactant and transition state are quite different.

By the way it is not clear how the collision activation process affects the way in which the energy is partitioned between vibrational and rotational energy. In this sense, simulations can recover this information. For example, they pointed out that rotational activation is higher for planar shape ions and smaller for globular ones [31, 11]. Results of simulation on the percentage of rotational activation are reported in table 4.1. We can immediately notice that rotational activation is more important for small ions and its percentage decreases with the increasing of the collisional energy. This was clearly shown in the collision simulation study of protonated uracil with Ar [27].

In table 4.1 it is also reported the percentage of shattering fragmentation. It is, in fact, possible to define two classes of fragmentation mechanisms for the ion as a function of the time spanned from the collision to the unimolecular fragmentation, that are shattering (see section 4.2) and non-shattering mechanisms. They are thus related to the localization or random distribution of the ion internal energy after the collision.
Figure 4.1: N$_2$-CH$_3$OH interaction energy curves (different orientations are shown) as obtained from RM1, QCSID(T) and analytical potential (MM) of equation 4.1.
Table 4.1: Summary of results obtained for explicit collision dynamics of different systems as a function of the collision energy $E_{\text{col}}$.

<table>
<thead>
<tr>
<th>Collision System</th>
<th>$E^a_{\text{col}}$</th>
<th>$%E^b_{\text{tr}}$</th>
<th>$%E^c_{\text{rot}}$</th>
<th>$%\text{Shattering}^d$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>UreaH$^+$ + Ar</td>
<td>4.40</td>
<td>33</td>
<td>22</td>
<td>1</td>
<td>[30]</td>
</tr>
<tr>
<td>UreaH$^+$ + Ar</td>
<td>5.66</td>
<td>32</td>
<td>20</td>
<td>33</td>
<td>[30]</td>
</tr>
<tr>
<td>UreaH$^+$ + Ar</td>
<td>6.29</td>
<td>35</td>
<td>21</td>
<td>41</td>
<td>[30]</td>
</tr>
<tr>
<td>UreaH$^+$ + N$_2$</td>
<td>6.29</td>
<td>19</td>
<td>13</td>
<td>14</td>
<td>[31]</td>
</tr>
<tr>
<td>CaUreaH$^+$ + Ar</td>
<td>9.11</td>
<td>2</td>
<td>13</td>
<td>−</td>
<td>[88]</td>
</tr>
<tr>
<td>CaUreaH$^+$ + Ar</td>
<td>13.00</td>
<td>20</td>
<td>8</td>
<td>−</td>
<td>[88]</td>
</tr>
<tr>
<td>CaForm$^{2+}$ + Ar</td>
<td>7.80</td>
<td>14</td>
<td>11</td>
<td>−</td>
<td>[29]</td>
</tr>
<tr>
<td>CaForm$^{2+}$ + Ar</td>
<td>9.97</td>
<td>10</td>
<td>8</td>
<td>−</td>
<td>[29]</td>
</tr>
<tr>
<td>CaForm$^{2+}$ + Ar</td>
<td>12.14</td>
<td>9</td>
<td>6</td>
<td>−</td>
<td>[29]</td>
</tr>
<tr>
<td>SrForm$^{2+}$ + Ar</td>
<td>7.80</td>
<td>9</td>
<td>6</td>
<td>−</td>
<td>[29]</td>
</tr>
<tr>
<td>SrForm$^{2+}$ + Ar</td>
<td>9.97</td>
<td>8</td>
<td>5</td>
<td>−</td>
<td>[29]</td>
</tr>
<tr>
<td>H$^+$Gly$_2$NH$_2$ + Ar</td>
<td>15.18</td>
<td>8</td>
<td>3</td>
<td>−</td>
<td>[93]</td>
</tr>
<tr>
<td>H$^+$Gly$_3$NH$_2$ + Ar</td>
<td>15.18</td>
<td>12</td>
<td>0.7</td>
<td>−</td>
<td>[93]</td>
</tr>
<tr>
<td>H$^+$Gly$_5$NH$_2$ + Ar</td>
<td>15.18</td>
<td>51</td>
<td>3</td>
<td>51</td>
<td>[24]</td>
</tr>
<tr>
<td>H$^+$Gly$_5$NH$_2$ + Ar</td>
<td>15.18</td>
<td>14</td>
<td>0.6</td>
<td>50</td>
<td>[24]</td>
</tr>
<tr>
<td>H$^+$Gly$_8$NH$_2$ + Ar</td>
<td>15.18</td>
<td>22</td>
<td>0.7</td>
<td>55</td>
<td>[24]</td>
</tr>
<tr>
<td>Pro$_2^-$ + Ar</td>
<td>13.01</td>
<td>20</td>
<td>−</td>
<td>−</td>
<td>[79]</td>
</tr>
<tr>
<td>TIK(H$^+$)$_2$ + N$_2$</td>
<td>10.8</td>
<td>23</td>
<td>−</td>
<td>50.8</td>
<td>[95]</td>
</tr>
<tr>
<td>TIK(H$^+$)$_2$ + N$_2$</td>
<td>12.9</td>
<td>18</td>
<td>−</td>
<td>57.8</td>
<td>[95]</td>
</tr>
<tr>
<td>TIK(H$^+$)$_2$ + N$_2$</td>
<td>30</td>
<td>3.5</td>
<td>−</td>
<td>91.6</td>
<td>[95]</td>
</tr>
<tr>
<td>TLK(H$^+$)$_2$ + N$_2$</td>
<td>12.9</td>
<td>11</td>
<td>1</td>
<td>42</td>
<td>[95]</td>
</tr>
<tr>
<td>TestosteroneH$^+$ + Ar</td>
<td>30</td>
<td>−</td>
<td>−</td>
<td>22$^*$</td>
<td>[96]</td>
</tr>
</tbody>
</table>

$a$ Collision energy in eV and in the center-of-mass framework

$b$ Percentage of total energy transferred to the ion (average values calculated over the number of non-reactive trajectories).

$c$ Percentage of the energy transferred to the ion that is rotational energy (average values calculated over the number of non-reactive trajectories).

$d$ Percentage of fragmentation that is shattering (average values calculated over the number of reactive trajectories).

$\ast$ % Shattering for the most important fragments.
Figure 4.2: Distribution of the energy transfer as obtained in explicit collision dynamics for $N_2 + \text{TIK}(H^+)_2$ at the collision energy, $E_{\text{rel}}$, of 225 kcal/mol in the center-of-mass framework. The contribution of energy transfer of reactive trajectory is in red and of non-reactive trajectories in black.
4.2 A collision dynamical effect: Shattering fragmentation

A shattering mechanism consists on a bond cleavage within one or less vibrational period after the collision. In this case the collision gives the energy to a specific bond that consequently breaks almost immediately, i.e. before the IVR takes place. This mechanism was initially observed in surface induced dissociation simulations (SID) [32, 33], where the ion can 'shatter', i.e. breaking in many 'pieces' just after colliding with the surface.

This mechanism is a typical example of non-RRKM dynamics, due to the collisional activation. Even if, generally, the ions break where the gas hits, this happens not because the phase space of the ion is partitioned (like in intrinsic non-RRKM behavior), but because a bond received energy enough to break and consequently the ion fragments really fast.

A second mechanism can be defined, called non-shattering, that involves an energy flow through the internal modes before the fragmentation. In particular, if the energy flow consists on a full-IVR, a statistical RRKM behaviour of the fragmentation kinetics should be expected. If this is not the case, we expect an intrinsic non-RRKM behavior [97].

In table 4.1 we report the percentage of shattering obtained from collision simulations of different systems. As expected, the percentage of shattering increases with the collision energy. The fraction of shattering is particularly high for the penta- and octa-glycines, where it occurs especially at the side chains, that are more exposed to the collision. It has also to be noticed that larger molecules will need more time for a complete or semi-complete IVR. However, the simulation time is limited (≈ 10-20 ps), and for this reason the fraction of shattering over the number of reactive trajectories will be intrinsically higher for larger ions. The limitation due to the simulation time will, anyway, always overestimate the fast processes.

4.3 Statistical vs Non-Statistical fragmentation mechanisms and time scales

As it was discussed in section 3.3.3, it is possible to model the activation obtained in quadrupole-CID experiments with a single collision in simulations. In the same way, it is possible to model CID ion-traps experiment using internal energy activation simulations. Another possibility is
to model a whole generic CID experiment using both the single collision and internal energy activation.

In fact, one limiting aspect for simulations is the time-scale, especially for collision activation. The statistical fragmentation, i.e. the long time-scale processes, can then be recovered using internal energy activation. On the other hand, the dynamical effects, missing using only internal activation, are recovered by simulating explicitly the collision.

This possibility was recently investigated studying the unimolecular dissociation of a relatively simple dipeptide, the di-proline anion.

### 4.3.1 Internal energy activation simulations

Simulations are performed with the VENUS [98] software coupled with MOPAC [99] for the semi-empirical Hamiltonians. Internal energy activation was implemented using the classical microcanonical sampling, that was discussed in section 3.3.3.

As starting structures for the simulations three isomers of the di-proline anion \([\text{Pro}_2\text{-H}]^-\) were used and are reported in figure 4.3, where the carboxylate is the most stable one. The PM3 [83] semi-empirical Hamiltonian (see section 3.4.2) was used for their optimization and for the simulations, while the Velocity Verlet [74] algorithm was used to integrate the nuclear motion equations with a time step of 0.2 fs. Trajectories were propagated up to 10 ps.

An ensemble of 200 trajectories was used for each internal energy and for each initial isomer, and they were propagated up to 10 ps. In table 4.2 it is shown the correspondence
Table 4.2: Correspondence between internal vibrational energy and temperature for [Pro$_2$-H]$^-$thermal activation simulations.

<table>
<thead>
<tr>
<th>Vibrational energy (kcal/mol)</th>
<th>Temperature (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>208.64</td>
<td>1250</td>
</tr>
<tr>
<td>250.36</td>
<td>1500</td>
</tr>
<tr>
<td>292.09</td>
<td>1750</td>
</tr>
<tr>
<td>333.82</td>
<td>2000</td>
</tr>
<tr>
<td>375.54</td>
<td>2250</td>
</tr>
<tr>
<td>417.27</td>
<td>2500</td>
</tr>
<tr>
<td>459.00</td>
<td>2750</td>
</tr>
<tr>
<td>500.72</td>
<td>3000</td>
</tr>
</tbody>
</table>

between temperature and total vibrational energy. In fact, it is possible to demonstrate that the classical RRKM rate constant (equation 3.27 of section 3.2) and the classical transition state theory (TST) rate constant:

\[
k(T) = \nu \exp \left( -\frac{E_0}{k_BT} \right) \tag{4.3}
\]

are equal for large energies (\( E \gg E_0 \)) and large number of normal modes (\( s \approx s - 1 \)). Then for classical harmonic oscillators, the energy and the temperature, \( T \), are related by:

\[
E = sk_B T \tag{4.4}
\]

where \( k_B \) is the Boltzmann constant.

Thus, using equation 4.4 it is possible to relate the energy of the microcanonical ensemble to the temperature and, consequently, to set the microcanonical rate constant \( k(E) \) equal to canonical rate constant \( k(T) \). For this reason, we often refer to internal energy activation simulations also as to thermal simulations, especially when they are used to calculate thermal rate constants.
Rate constants

For each set of simulations it is possible to follow the decay of the reactants population as a function of time and consequently to obtain the canonical rate constant, $k(T)$. In fact, if the decay is statistical, the population decay will be described by a single exponential:

$$N(t) = N(0)e^{-k(T)t}$$

(4.5)

where $N(t)$ is the number of reactant molecules as a function of the time, and $N(0)$ at the time 0. $k(T)$ is the rate constant and $t$ the time.

The decay of the initial population is found to be a single exponential if using carboxylate as the starting structure, as it is shown in figure 4.4. Note that the resulting rate constant reflects the anharmonicity of the potential energy surface (PM3) and of its vibrations [26].

Since, using the carboxylate as the starting structure the population decay is exponential, it is possible to plot (see figure 4.5) the $k(T)$ as a function of the temperature and obtain Arrhenius parameters using the Arrhenius equation:

$$k(T) = A \exp \left( -\frac{E_a}{k_B T} \right)$$

(4.6)

where $A$ is the Arrhenius pre-exponential factor and $E_a$ is the activation energy, that corresponds to the total reactivity.

The activation energy obtained from the fit of the Arrhenius plot of figure 4.5 is then 36.3 ± 3.3 kcal/mol, that is in the same order of magnitude of typical peptides activation energies.

If we plot the decay of the initial population using the other two isomers as the initial structure we do not always obtain single exponential decay. For example, as we can see in figure 4.6 for the N-terminus simulations there is an initial fast decay that can be fit by a single exponential, followed by a plateau region, corresponding to isomerization mainly to the carboxylate isomers, and eventually further reactivity.
Figure 4.4: Population decay (in logarithmic scale) of [Pro2-H]$^-$ using the carboxylate as starting structure for thermal simulations at different temperatures.
Figure 4.5: Arrhenius plot obtained from temperature activation simulations using carboxylate (structure 1 in figure 4.3) as the initial structure. Black dots are the values obtained from carboxylate simulations, the red straight line corresponds to the fit using 4.6.
Figure 4.6: Population decay obtained using the N-terminus anion at 1250, 1500, 2000 and 2500 K. In red we show a linear fitting corresponding to the fast decay. The corresponding $k$ values are: $1.87 \times 10^{12} \pm 6.22 \times 10^{10} \text{ s}^{-1}$ (1250 K), $3.20 \times 10^{12} \pm 1.19 \times 10^{11} \text{ s}^{-1}$ (1500 K), $6.61 \times 10^{12} \pm 1.52 \times 10^{11} \text{ s}^{-1}$ (2000 K) and $8.33 \times 10^{12} \pm 2.54 \times 10^{11} \text{ s}^{-1}$ (2500 K).
4.3.2 Explicit collision activation simulations

In these simulations the [Pro$_2$-H]$^-$ ion collides with an Ar atom, where the three isomers in figure 4.3 were used as initial structure. A QM+MM approach was used, where the internal energy of the ion is represented by the PM3 semi-empirical Hamiltonian, while the analytical function of equation 4.2 is used for the [Pro$_2$-H]$^-$-Ar interaction.

The initial conditions were given as described in section 3.3.3. In particular, a collision energy of 300 kcal/mol was considered and the impact parameter was sampled between 0 and 5.0 Å. The $b_{max}$ value of 5.0 Å was chosen by evaluating the average energy transfer as a function of the impact parameter $b$. This is shown in figure 4.7. For $b = 5$ Å there is less than 10% of energy transfer, and higher values were not considered in the simulations because the reactivity would be too low. The ion and the Ar atom were placed at the initial relative distance of 10 Å in the center-of-mass framework. The distance is chosen such that the gas-ion interaction is negligible. The simulations were stopped when the relative distance reached 400 Å allowing a simulation time in the range 5 − 40 ps. To integrate the nuclei motion equation the Velocity Verlet [74] algorithm was used. The number of trajectories simulated was chosen in order to have about 1000 reactive trajectories for each set of simulations.

Figure 4.7: Percentage of energy transfer as a function of the impact parameter, b, for Ar + [Pro$_2$-H]$^-$ simulations at a 300 kcal/mol of collision energy.
Collisional time scales

By grouping the trajectories as a function of the energy transfer it is possible to compare the collisional simulations results with the thermal ones. The trajectories, so grouped, were analysed in order to plot, in figure 4.8 the decay of the initial population vs the time. As expected, with larger energy transfer the decay rate of the initial population increases. But more interesting, these decays have a highly non-exponential character, especially at small time. Then, after the initial highly non-exponential decay (due to the non-random collisional excitation of the ion and its consequent non-statistical fragmentation), there is a plateau region with no reactivity. In this time it is reasonable to think that IVR may be occurring so that the ions will dissociate statistically at times longer than the simulation time-length.

Figure 4.8: Distributions of the energy transfer after the collision ion-Ar at the collision energy of 300 kcal/mol for all the trajectories (in green) and for reactive ones (in blue).
Figure 4.9: Decay of the initial population for the collisional simulations for different energy transfer values. From top (black) to down (purple) we show energies in the $110 - 230$ kcal/mol range (a bin of 10 kcal/mol is used).

4.3.3 Collisional vs thermal simulations results

We can compare the results obtained from collisional and thermal simulations starting from the fragments that were obtained.

Different reaction products can be observed as a function of the activation method and the temperature (for thermal simulations). Mass distribution results for the collisional simulations and one prototypical temperature are shown in figure 4.10. The temperature of 2250 K was chosen because of the high reactivity percentage: 66%, 77% and 100% for the carboxylate, 3-cycles and N-terminus anion simulations, respectively. These values reflect the energy ordering: carboxylate is the most stable structure, followed by 3-cycles (9.4 kcal/mol higher) and N-terminus anion (34.3 kcal/mol higher).
Note that in figure 4.10 we show the mass distribution of the different products (we report both charged and neutral products, this information is wider than what is obtained in the experimental mass spectra where only charged ions are present), the structures of the most important ions obtained are shown in figure 4.11 with the corresponding typical nomenclature used in mass spectrometry of peptides [42].

From figure 4.10, it can be shown that some of the products can be obtained from both collisional and thermal simulations, for example CO (mass 28.01 amu), CO$_2$ (mass 44.01 amu), $a_1^-$ (mass 70.11 amu), $b_1^-$ (mass 98.12 amu) or the ion with mass 167.23 that correspond to the loss of CO$_2$. Some other products, instead, like ethylene (mass 28.05 amu) are present only in the thermal activation simulations, while $x_1^-$ (mass 142.13 amu) is present mainly in the collisional simulations. In particular this product is mostly obtained when the initial structure is the 3-cycle or the N-terminus anion. The most relevant peaks in experiment are also obtained through simulations and they are $b_2^-$, $y_1^-$ and $m/z$ 165. We observed additional fragments, which probably further react in the experiments. Note that in figure 4.10 we plot the mass distribution and not a theoretical MS spectrum.

It is also interesting to note that when using the 3-cycles structure as the initial isomer (see panel b of figure 4.10) we obtain both H$_2$O and OH$^-$ loss in the case of CID, while for thermal dissociation we obtain only H$_2$O. This reaction pathway is particularly relevant for peptide dissociation: in the case of H$_2$O loss this corresponds to the formation of the $b_2^-$ ion typical of peptide reactivity. To form this ion, the OH$^-$ group has to leave with not much translation energy along the breaking C-O bond such that it is possible to take a proton from the adjacent C-H group and form H$_2$O and $b_2^-$. The mechanism is shown in figure 4.12.

In thermal dissociation the second step, crucial for formation of H$_2$O and the $b_2^-$ ion, is possible, since the energy is distributed over all the modes and thus it is not concentrated on the C-O stretching. In this way, the leaving group has time to take the adjacent H atom. In collision simulations, the C-O bond mainly breaks when the energy is concentrated on the bond just after the collision with Ar. This is an example of shattering fragmentation (see previous section 4.2). Under this regime, the OH$^-$ group has a relatively high translational energy that comes from a high energy along the C-O stretching, such that it may have insufficient time to interact with the adjacent H atom and form H$_2$O. Once the OH$^-$ group is too far from the C-H bond the proton transfer is no more possible and the next step providing H$_2$O and $b_2^-$ is forbidden.

We can conclude that in this case the final product distribution is only slightly affected by the different activation modes. However, it is possible to find some remarkable difference in a
Figure 4.10: Mass distribution of the reaction products observed for collisional and thermal simulations (T = 2250 K), using the carboxylate (panel a), the 3-cycles (panel b) and the N-terminus anion (panel c) as initial structures.
Figure 4.11: Structures of typical ion products, with associated nomenclature generally used in peptide gas-phase fragmentation. Products with trivial structures (e.g. H$_2$O, CO) are omitted.

Figure 4.12: Mechanism leading to H$_2$O loss and formation of the b$^-_2$ ion (m/z 193.22) starting from the 3-cycles isomer.
fragmentation mechanism when crucial dynamical effects are involved, as for the case of the shattering fragmentation responsible of the OH\(^{-}\) product in collision simulations.

### 4.4 Summary and conclusions

In order simulate a CID experiment and rationalize the fragmentation pathways it is necessary to evaluate different aspects, which have been analysed:

1. The interaction energy of the ion and the gas in collisional simulations can be modelled using analytical functions. However, a full QM approach can be used for relatively big systems, like for TIK(H\(^{+}\))\(_{2}\) and TLK(H\(^{+}\))\(_{2}\) tripeptide ions colliding with \(\text{N}_2\), this avoiding the parametrization for the ion-gas interaction.

2. Semi-empirical Hamiltonians show to well reproduce the interaction between a molecule and \(\text{N}_2\). Anyway, they cannot be used when treating rare gases.

3. The way in which the energy is partitioned between vibration and rotation upon collision is not evident experimentally. Chemical dynamics can recover this information.

4. Chemical dynamics, in particular if the activation is collisional, can show dynamical effects, like fragmentation.

5. Internal energy activation simulations may be used to calculate thermal data, like rate constants and activation energies either of the global fragmentation or of single pathways. These data contain the intrinsic anharmonicity of the vibrations, unlike results coming from electronic structure theory calculations.

6. Collisional and internal energy simulations can be used together to rationalize a generic CID experiment. One can be used for short time-scale and more dynamical fragmentation; the other for the longer time-scale and more statistical one.
7. CID in a quadrupole, in ideal conditions, may be modelled through explicit collision dynamics.

8. CID in an ion-trap may be modelled performing thermal simulations.

9. Mass spectra distributions resulting from simulations can provide information about the different fragments, both charged and neutral, and the fragmentation mechanisms. Note that the masses of the neutrals are not directly observable in experiments and the structures of ions can be obtained only if coupling with infra-red multiple photon dissociation (IRMPD) spectra [7, 100].
Chapter 5

On the fragmentation of the TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\) tripeptides

5.1 Introduction

In this chapter we report a chemical dynamics study on two relatively "large" biological systems, i.e. the threonine-isoleucine-lysine TIK(H\(^+\))\(_2\) and threonine-leucine-lysine TLK(H\(^+\))\(_2\) tripeptides ions.

It was previously outlined (see chapter 2) the importance of collision induced dissociation (CID) of peptides in proteomics [2, 19], and more in particular in the bottom-up approach [19]. Despite the large number of studies on peptides fragmentation, all the reaction pathways and associated mechanisms are not definitively understood and classified [44, 47, 101, 102, 103, 104].

I and L have identical masses but different side-chain structures, thus knowing their fragmentation dynamics will be informative to protein identification when these side-chain losses occur. In particular there is limited experimental information about their side-chain fragmentation, but there is some evidence for a difference in side-chain fragmentation for I and L in the literature [43]. To interpret biological MS/MS experiments for peptides containing I and L it is important to establish their side-chain fragmentation mechanisms. Thus, the likelihood of a particular fragment being lost from I or L needs to be better understood. These fragmentation probabilities for I and L may depend on the neighboring amino acids, so this positional context also needs to be explored. A complete positional characterization will require fragmentation
studies of X-I-Y and X-L-Y (where X/Y is an amino acid), which means there are a total of 800 possible tripeptides that contain isoleucine or leucine in the center. To reduce the number, we first choose as X threonine, which has well-documented side-chain losses [43, 105]. For Y we chose lysine because it can be easily protonated. It is at the N-terminus of many tryptic peptides commonly used for protein identification, and it has a long side-chain that provides for interesting dynamics. The study of a doubly protonated tripeptide guarantees that only those with a lysine or arginine are likely.

In section 4.3 we discussed about the possibility of modelling a generic CID experiment using both collision and internal energy (or thermal) activation simulations. The first activation way can give information about the short-time scale and dynamical fragmentation, while the second can recover longer-time scale and statistical dissociation pathways.

Thus, we first performed internal energy activation simulations for the TIK(H+)2 ion in order to study its thermal fragmentation (section 5.2). Successively, we performed collision activation dynamics on both the ions (section 5.3). A comparison is made between thermal and collisional simulations results and with a mass spectrometry database. For collisional trajectories a limit fragmentation mechanism, namely shattering (see section 4.2 of the previous chapter), was found to be important.

An important issue for CID of a peptide ion is the threshold for the shattering mechanism. Thus, we investigated the shattering threshold for both backbone and side-chain fragmentations of the doubly protonated tripeptide threonine-isoleucine-lysine ion, TIK(H+)2 (section 5.4).

5.2 Model Simulations of the Thermal Dissociation of the TIK(H+)2 Tripeptide: Mechanisms and Kinetic Parameters

We now report chemical dynamics simulations performed for the thermal dissociation of the doubly protonated tripeptide threonine-isoleucine-lysine, TIK(H+)2. The primary structure of TIK(H+)2 is shown in figure 5.1 and it represents the fragmentation nomenclature given by Roepstorff and Fohlman [42]. From the simulations we can obtain the fragmentation pathways, their rate constants versus temperature, and their Arrhenius parameters.
5.2.1 Methodology

The methodology employed to simulate internal energy activation simulations is reported in section 3.3.3 of chapter 3. The RM1 semi-empirical Hamiltonian [82] was used for the simulations. Semi-empirical Hamiltonians are discussed in section 3.4.2 of chapter 3. Three low-energy conformers of TIK(H$^+$)$_2$ were found performing optimizations both with RM1 and a higher level theory method (DFT) and they gave similar results. The three conformers are shown in figure 5.2.

However, to investigate if the fragmentation dynamics would change exciting a higher-energy conformer, an additional simulation of 100 trajectories was performed at 2000 K for excitation of the highest-energy conformer in figure 5.2. Simulations were performed using the package consisting of VENUS chemical dynamics computer program [98, 106] interfaced with MOPAC electronic structure code [107].
Figure 5.2: Three lowest-energy conformers found for TIK(H\(^+\))\(_2\) using RM1. The relative energies are given in kcal/mol, with DFT B3LYP/6–31G\(^*\) values in parentheses. The blue, white, cyan, and red colors identify the nitrogen, hydrogen, carbon, and oxygen atoms, respectively, while blue and red dashed lines represent hydrogen bonds.

As seen in section 4.3.1 of the previous chapter, for large excess energies (\(E > E_0\)) and large number of normal modes (\(s \approx s - 1\)), the microcanonical rate constant \(k(E)\) is equal to the canonical rate constant \(k(T)\). In order to obtain \(k(T)\), the energy, \(E\), of the internal energy activation simulations is related to the temperature \(T\) through the equation 4.4.

We performed 600 trajectories with RM1 at four different temperatures (or energies), i.e. at 1250, 1500, 2000, and 2500 K, corresponding to 423, 508, 677 and 846 kcal/mol internal energies. The trajectories were stopped after the simulation time of 90, 30, 10, and 1.5 ps respectively. The nuclei equations of motion were numerically integrated with a sixth-order symplectic algorithm [108, 109] using a time step of 0.3, 0.1, 0.05 and 0.01 fs respectively for trajectories at 1250, 1500, 2000 and 2500 K. Additional 100 trajectories were performed at 2000 K using as initial structure the highest-energy conformer in figure 5.2.
5.2.2 Results

Only results for the RM1 TIK(H\textsuperscript{+})\textsubscript{2} thermal simulations will be reported extensively. A more extensive study about the explicit collision activation simulations for TIK(H\textsuperscript{+})\textsubscript{2} + N\textsubscript{2} and TIK(H\textsuperscript{+})\textsubscript{2} + N\textsubscript{2} will be reported in the next session 5.3.

Dissociation Pathways and Their Probabilities.

In figures 5.4, 5.5 and 5.6 the eight principal (over 41) primary dissociation pathways are reported for the thermal excitation between 1250 and 2500 K and about the potential-energy minimum in figure 5.2. For 1250, 1500, and 2000 K the dominant primary dissociation is pathway 1. As the temperature is increased more pathways become important, and at 2500 K pathway 3 dominates. At 2000 and 2500 K there are many additional pathways. The number of primary dissociation pathways are 3, 14, 32, and 61 for temperatures of 1250, 1500, 2000, and 2500 K, respectively.

The dissociation mechanisms for additional pathways, which had two or more trajectory events, are described in figures A.1, A.2, A.3 and A.4 in Appendix A. They are pathways 9-20. The probabilities for these pathways are summarized in table 5.1.

The increase in the number of products ions as the temperature is increased can be observed in figure 5.3, where we report theoretical mass spectra, obtained as m/z values abundance as a function of m/z.

Experimentally, only a few ions are generally obtained with a relevant abundance. We thus analysed the significant number of m/z values obtained from the simulations for each temperature. This total number of m/z values is 7, 29, 71, and 98 for the respective temperatures of 1250, 1500, 2000, and 2500 K. This large number of ions decreases significantly if we only consider the number of m/z values that contribute 2% or more of the primary dissociation.

Note that the number of pathways do not necessarily correspond to the number of m/z values since different pathways can lead to the same ion(s) (in particular here where the precursor ion is doubly charged).

The relative importance of side-chain fragmentation versus backbone fragmentation is of particular interest. Of the pathways in figures 5.4, 5.5 and 5.6, pathways 5, 7 and 8 involve side-chain fragmentation. Among the pathways 9-20 (shown in figures A.1, A.2, A.3 and A.4 in Appendix A), pathways 9-15 and 18 are side-chain fragmentations. From the lower to the higher temperature, the percentages of the fragmentations that are side-chain are 0.0, 2.1,
Figure 5.3: Mass spectra as obtained from RM1 trajectories at 1250 K (panel A), 1500 K (panel B), 2000 K (panel C) and 2500 K (panel D).
Table 5.1: Probabilities of the TIK(H\(^+\))\(_2\) dissociation pathways as a function of the simulations temperature as obtained from the RM1 direct dynamics.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>1250(K)</th>
<th>1500(K)</th>
<th>2000(K)</th>
<th>2500(K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>55.5(85.5)</td>
<td>49.7(73.2)</td>
<td>31.0(35.4)</td>
<td>11.4(12.9)</td>
</tr>
<tr>
<td>2</td>
<td>7.9(12.1)</td>
<td>12.7(18.7)</td>
<td>8.4(9.6)</td>
<td>3.9(4.5)</td>
</tr>
<tr>
<td>3</td>
<td>1.6(2.4)</td>
<td>0.5(0.8)</td>
<td>11.0(12.6)</td>
<td>14.6(16.5)</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>1.1(1.6)</td>
<td>13.3(15.2)</td>
<td>9.6(10.9)</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>0.7(1.1)</td>
<td>6.0(6.7)</td>
<td>7.1(8.1)</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.2(0.3)</td>
<td>1.9(2.2)</td>
<td>3.2(3.6)</td>
</tr>
<tr>
<td>7</td>
<td>0.0</td>
<td>0.0</td>
<td>1.4(1.7)</td>
<td>2.1(2.4)</td>
</tr>
<tr>
<td>8</td>
<td>0.0</td>
<td>0.4(0.5)</td>
<td>3.4(3.9)</td>
<td>1.4(1.6)</td>
</tr>
<tr>
<td>Other paths</td>
<td>0.0</td>
<td>2.6(3.8)</td>
<td>11.2(12.7)</td>
<td>34.9(39.5)</td>
</tr>
</tbody>
</table>

The probabilities are given as percentages. The percentage of the dissociating trajectories by the pathway is given in parentheses.

15.6, and 36.3, respectively. Side-chain fragmentation becomes significantly more important as the temperature (internal energy) of TIK(H\(^+\))\(_2\) is increased.

The above results are for exciting about the minimum of the lowest-energy TIK(H\(^+\))\(_2\) conformer in figure 5.2. Similar fragmentation results were obtained using the 100 trajectories at 2000 \(K\) using as initial structure the highest energy TIK(H\(^+\))\(_2\) conformer in figure 5.2. In particular, when exciting this higher-energy conformer, we observe an insensitivity of the dissociation probabilities to which conformer is excited. This result is not unexpected, since the conformer structures are not that dissimilar, and given the high temperature excitations unimolecular isomerizations between the conformers should be rapid and much faster than the dissociations.
Figure 5.4: Mechanisms for dissociation pathways 1-3 of TIK(H⁺)₂.
Figure 5.5: Mechanisms for dissociation pathways 4-6 of TIK(H⁺)₂.
Overall Thermal Unimolecular Rate Constant.

If the unimolecular dissociation of TIK(H\(^+\))\(_2\) is ergodic, as assumed by RRKM theory, the relative number of TIK(H\(^+\))\(_2\) molecules versus time, N(t)/N(0), will decay exponentially yielding the unimolecular rate constant. This exponential dissociation dynamics was found for each of the temperatures, for excitation about the lowest-energy potential-energy minimum. An illustrative plot of ln [N(t)/N(0)] vs time is shown in figure 5.7 for the simulation at 1500 K.

The same methodology applied on the thermal simulations [Pro\(_2\)-H\(^-\)] (see section 4.3 of chapter 4) is now applied here: the unimolecular rate constant are reported as the slope of this curve. The respective rate constants for the 1250, 1500, 2000, and 2500 K simulations are (7.50 ± 0.06) \(\times\) 10\(^9\), (3.18 ± 0.03) \(\times\) 10\(^9\), (2.35 ± 0.02) \(\times\) 10\(^9\), and (8.74 ± 0.79) \(\times\) 10\(^9\) s\(^{-1}\).
Figure 5.7: Plot of $\ln\left[\frac{N(t)}{N(0)}\right]$ vs $t$ for the 1500 K thermal simulation. $N(t)$ is the number of TIK$(H^+)_2$ non-reactive molecules at time $t$. The $R$ value for the fit is $-0.9867$.

A plot of the logarithm of these rate constants vs temperature is given in figure 5.8. The resulting Arrhenius parameters are found from the intercept and the slope of the curve and they are: $A = (1.22 \pm 0.07) \times 10^{14}s^{-1}$ and $E_a = 24.3 \pm 0.2$ kcal/mol. From the plot of $\ln[N(t)/N(0)]$ vs time for excitation of the highest energy conformer in figure 5.2 at 2000 K we found a rate constant of $2.36 \pm 0.08 \times 10^{11}s^{-1}$ and the same as that above was found for excitation about the lowest-energy conformer $(2.35 \pm 0.02 \times 10^{11} s^{-1})$. 
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Figure 5.8: Natural logarithm of the overall rate constant in $s^{-1}$ for TIK(H$^+$)$_2$ dissociation plotted vs $1/T$ ($1 \times 10^{-4}$ K$^{-1}$). The Arrhenius parameters are found from the intercept and the slope of the curve and they are respectively: the pre-exponential factor $A = 1.22 \pm 0.07 \times 10^{14} \text{ s}^{-1}$ and $E_a = 24.3 \pm 0.2 \text{ kcal/mol}$. The $R$ value for the fit is $-0.9961$. 
Table 5.2: Arrhenius parameters for TIK(H\textsuperscript{+})<sub>2</sub> dissociation.

<table>
<thead>
<tr>
<th>Pathway</th>
<th>A (s\textsuperscript{-1})</th>
<th>E\textsubscript{a} (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>1.22 ± 0.07 × 10\textsuperscript{14}</td>
<td>24.2 ± 0.2</td>
</tr>
<tr>
<td>1</td>
<td>2.80 ± 0.32 × 10\textsuperscript{12}</td>
<td>14.7 ± 0.5</td>
</tr>
<tr>
<td>2</td>
<td>2.15 ± 0.33 × 10\textsuperscript{12}</td>
<td>18.6 ± 0.5</td>
</tr>
<tr>
<td>3</td>
<td>2.03 ± 0.75 × 10\textsuperscript{14}</td>
<td>36.5 ± 1.2</td>
</tr>
<tr>
<td>4</td>
<td>4.73 ± 1.17 × 10\textsuperscript{14}</td>
<td>40.1 ± 1.0</td>
</tr>
</tbody>
</table>

Thermal Unimolecular Rate Constants and Arrhenius Parameters for the Individual Pathways.

The temperature dependent rate constant \(k(T)\) (as discussed in section 4.3.1 of previous chapter) is the sum of the rate constants for the individual dissociation pathways, i.e. \(k = \sum_i k_i\). Thus, the individual \(k_i(T)\) equals \(k(T)\) multiplied by fraction of reactive trajectories dissociating through the \(i\)\textsuperscript{th} pathway \(p_i\), that is:

\[
k_i(T) = p_i k(T)
\]  

(5.1)

Overall, the rate constants for each pathway are well represented by the Arrhenius expression; however, there are some deviations from linearity.

Arrhenius parameters for pathways 1 to 4 are given in table 5.2.

A-factors and activation energies are smaller for pathways 1 and 2, which is consistent with the combined H atom transfer and bond rupture for these paths. For paths 3 and 4 there is only a single C-C bond rupture.

Comparison of Arrhenius and Quantum Chemistry Dissociation Barriers.

To compare with the activation energies determined from the Arrhenius plots, RM1 calculations were performed to determine dissociation barriers for pathways 1 and 2. The classical Arrhenius activation energy \(E_a\) for unimolecular dissociation equals \(E_0\), the difference between the classical potential energies of the dissociation TS and the unimolecular reactant, plus the difference between the average thermal energies of the TS and reactant [110].

Pathways 1 and 2 are concerted reactions, consisting of simultaneous proton transfer and
C-C bond cleavage, that form singlet products. The potential-energy barrier for the pathway 1, found performing RM1 calculations, corresponds to 15.0 kcal/mol, which value agrees with the Arrhenius activation energy of 14.7 ± 0.5 kcal/mol of table 5.2. An agreement is found also or pathway 2, for which the RM1 TS energy is 183.1 kcal/mol and the Arrhenius activation energy is 185.9 ± 5.0 kcal/mol (table 5.2).

However, dissociation activation energies for pathways 3 and 4 are only in a weak qualitative agreement with the value found performing thermal dissociations.

5.2.3 Summary and conclusions

Classical direct chemical dynamics simulations were performed using the semi-empirical RM1 method RM1 for the potential energy surface of TIK(H⁺)₂.

We performed ensembles of randomly excited trajectories at 1250, 1500, 2000, and 2500 K, corresponding to classical energies in the range between 425 and 850 kcal/mol.

1. For each temperature TIK(H⁺)₂ dissociates exponentially versus time, in accord with the RRKM and TS theories; that is, TIK(H⁺)₂ is an intrinsic RRKM molecule [110]. The unimolecular rate constants is obtained for each temperature for the total fragmentation and includes the complete anharmonicity of the RM1 [82] potential-energy surface.

Fragmentation may involve either the backbone or side chains, and both occur by concerted reactions, with simultaneous proton transfer and bond rupture, and also homolytic C-C bond ruptures without proton transfer. Side-chain fragmentation becomes more important as the temperature is increased; that is, backbone fragmentation decreases from 100 to 63.7% as T is increased from 1250 to 2500 K.

2. The number of primary fragmentation pathways obtained from simulations are 3, 14, 32, and 6 for the temperatures of 1250, 1500, 2000, and 2500 K, respectively.

3. The rate constant k(T) is a sum of the rate constants kᵢ(T) for the individual dissociation pathways, which is equal to k(T) multiplied by the probability of dissociation by pathway i.
4. The $E_a$ values determined from the simulation Arrhenius plots are in very good agreement with the reaction barriers for the RM1 method used for the simulations. This and additional studies [26, 52] illustrate that chemical dynamics simulations may be used to study thermochemical kinetics and obtain Arrhenius parameters.

These thermal simulations provide "benchmark" results for comparison with extensive simulations of TIK(H$^+$)$_2$ fragmentation by CID. As mentioned above, in thermal simulations the excitation energy is randomly and uniformly distributed within the ion, and the simulations provide information regarding its dissociation dynamics when it is excited randomly/statistically. In CID of peptide ions, the activating collision excites the ion non-randomly, and the ions’ initial dissociation dynamics may reflect this non-random excitation. Only after longer times, when IVR is complete, can one be assured that the ion’s dissociation is statistical. In comparing thermal and collisional excitations, the localized, non-random excitation by the collisions, as compared to the random thermal excitation, may be important.

5.3 Collisional simulations of CID of peptide ions: comparisons between TIK(H$^+$)$_2$ and TLK(H$^+$)$_2$ fragmentation dynamics, and with thermal simulations

As identified by related surface-induced dissociation (SID) studies [33, 111, 112], there are two limiting fragmentation atomistic dynamics for the ion excited by collision [33]. For one, there is translation-to-vibration energy transfer during the collision, followed by efficient and statistical IVR within the ion so that its fragmentation dynamics are accurately described by RRKM theory. For the other limit, the ion fragments, i.e., "shatters", upon collision with the bath gas. The orientation of the collision directs the translation to vibration energy transfer so that a fragmentation transition state (TS) is accessed during the collision. CID shattering fragmentation was observed in chemical dynamics simulations and experiments [27, 29, 30, 113, 15]. Direct chemical dynamics simulations [114] may be used to study both thermal, random, and collisional, non-random, excitations. We now report and discuss extensive collisional simulations done for TIK(H$^+$)$_2$ and TLK(H$^+$)$_2$. There are two principal reasons for this study. One is to compare the side chain fragmentations for I and L components of the ions. The other is to compare the fragmentation dynamics for TIK(H$^+$)$_2$ following non-random, collisional
Figure 5.9: Primary structure of TLK(H\textsuperscript{+})\textsubscript{2} and relative fragmentation nomenclature of Roepstorff and Fohlman [42].

(non-random) and thermal (random) excitations. The latter will identify the importance of non-statistical and non-RRKM unimolecular dynamics for TIK(H\textsuperscript{+})\textsubscript{2} following collisional excitation, and presumably also for collisional excitation of TLK(H\textsuperscript{+})\textsubscript{2} and other peptide ions.

The primary structure for TIK(H\textsuperscript{+})\textsubscript{2} is given in figure 5.1 and for TLK(H\textsuperscript{+})\textsubscript{2} in figure 5.9.

This section will be, thus, focused on four different aspects: (i) the comparison of TIK(H\textsuperscript{+})\textsubscript{2} and TLK(H\textsuperscript{+})\textsubscript{2} fragmentation dynamics using explicit collision simulations; (ii) how to distinguish between isoleucine and leucine side chains as determined by direct chemical dynamics; (iii) the different fragmentation behaviour of the unimolecular fragmentation of TIK(H\textsuperscript{+})\textsubscript{2} as a function of the activation mode (collisions or thermal activation); (iv) the comparison of simulations results with an online experimental database.
Figure 5.10: The two low-energy conformers of TLK(H\(^+\))\(_2\) determined by RM1 optimizations. The classical potential energy for the conformer on the left is 0.6 kcal/mol lower in energy than the one on the right.

5.3.1 Methodology

The way to perform collisional activation simulations was illustrated in section 3.3.3 of chapter 3. The RM1 semi-empirical Hamiltonian [82] was used for the previous study (section 5.2) of the thermal and collisional fragmentation of TIK(H\(^+\))\(_2\) and the same method is used for the simulations reported here for both the peptide ions.

In order to find low energy conformers structures for TLK(H\(^+\))\(_2\), we replaced I with L in the optimized TIK(H\(^+\))\(_2\) structures (see figure 5.2) and we optimized them again using RM1. The two lowest energy conformers found for TLK(H\(^+\))\(_2\) have similar RM1 energies and are shown in figure 5.10. For the previous TIK(H\(^+\))\(_2\) simulations (section 5.2) the lowest-energy conformer and the next lowest-energy conformer gave statistically the same fragmentation dynamics. For the current TLK(H\(^+\))\(_2\) collisional simulations, the two conformers in figure 5.10 also give statistically the same fragmentation dynamics. A major reason that the two TLK(H\(^+\))\(_2\) conformers give similar dynamics is that the small difference in their potential energy minima is overwhelmed by their zero-point energies (ZPEs) which is included in the trajectory simulations (see below). For the conformers on the left and right in figure 5.10, the harmonic ZPEs are 351.5 and 350.6 kcal/mol respectively.

The N\(_2\) + TIK(H\(^+\))\(_2\) simulations were performed using as initial structure for TIK(H\(^+\))\(_2\) its global lowest energy conformer (see figure 5.2). 1000 trajectories were simulated at 10.8 and 30 eV (250 and 690 kcal/mol) of relative collision energies (E\(_{rel}\)). They can be compared
with the simulations performed for the previous work (section 5.2) at 13.0 eV (300 kcal/mol). The impact parameter was randomly chosen between 0 and $b_{\text{max}}$, with the $b_{\text{max}}$ value set to 8.5 and 9 Å.

The $\text{N}_2 + \text{TLK}(\text{H}^+)\text{2}$ simulations were performed for $E_{\text{rel}}$ of 10.8, 13.0, and 26.0 eV. At $E_{\text{rel}} = 13.0$ eV, 2000 and 1000 trajectories were calculated for the lowest and higher energy TLK($\text{H}^+)$2 conformers in figure 5.10, respectively. 1000 trajectories were simulated at 10.8 and 26.0 eV simulations using TLK($\text{H}^+)$2 lowest energy conformer. For each set of simulations, i.e. for each $E_{\text{rel}}$, the impact parameter was chosen randomly between 0 and 9 Å. The trajectories were stopped when the $\text{N}_2$–ion separation was 80, 250, and 250 Å for simulations at 10.8, 13.0, and 26.0/30.0 eV of $E_{\text{rel}}$. A connectivity matrix was used to identify reactive trajectories and the fragments. See Appendix B for details about the analysis code that was developed and used. Once the fragments are identified, the charge is then assigned to each fragment from a Mulliken population analysis based on RM1 calculations of the whole system. The analysis return partial charges on each atom. For each fragment the charge is then determined summing the charges of its atoms.

The maximum value of the impact parameter ($b_{\text{max}}$) was assigned as it was done for the collisional simulations of the di-proline anion [78] (see section 4.3 of chapter 4).

5.3.2 Results

In this section we will first report and discuss TIK($\text{H}^+)$2 and TLK($\text{H}^+)$2 collisional simulations, with particular emphasis on the effect of the collision energy and similarities and differences in the fragmentation pathways of the two ions.

Primary dissociation pathways

As shown in section 5.2, 41 primary dissociation pathways were found for the fragmentation of TIK($\text{H}^+)$2 and they were labelled as 1, 2, 3, . . . . We now use the same labels for the TLK($\text{H}^+)$2 pathways, except that they are labelled as 1′, 2′, 3′, . . . . Pathways 5 and 5′ observed in collisional simulations differ from the TIK($\text{H}^+)$2 thermal ones by the charge distribution of the products. In the thermal simulations the products are neutral radical threonine plus a doubly-
charge ion ($m/z$ 158.5), while in the collisional simulations most of them are composed of two singly charged ions, protonated threonine ($m/z$ 45) and the ion with $m/z$ 317. Pathways 5 and 5', corresponding to ions collisional simulations, are shown in figure 5.11. A slight difference is found between the two ions fragmentation for these pathways. In fact, for TIK($H^+$)$_2$ the C-C bond breaking is always coupled with a proton transfer from the N-terminus group to the vicinal C=O (pathway 5). On the other hand, for TLK($H^+$)$_2$ there are two other possibilities, represented by pathways 5'-2 and 5'-3: (i) the C-C bond breaks without any proton transfer; (ii) the bond cleavage is coupled with a proton transfer from the N-terminus group to the central C=O group respectively. This can be due to the TIK($H^+$)$_2$ and TLK($H^+$)$_2$ different conformations used in the simulations, which involve two different hydrogen bonds.

Primary dissociation pathways that are unique for the fragmentation of TLK($H^+$)$_2$ are then shown in figure 5.12.

Probabilities of the different fragmentation pathways for TIK($H^+$)$_2 + N_2$ and TLK($H^+$)$_2 + N_2$ collision simulations can be found in tables A.1, A.2, A.3, A.4, A.5 and A.6 in Appendix A. They report the probabilities of the dissociation pathways with respect to the total number of dissociating trajectories, the probability for the dissociation to be shattering, and whether the fragmentation is backbone or side chain. In particular a trajectory has been identified as shattering if the dissociation was observed within 40 fs by the collision time. In particular, once modification of the connectivity matrix occurs providing two separated species, a fragmentation event is defined if the reactant is not reformed (see Appendix B for details about the analysis code). The fragmentation time is then obtained by calculating the time lapse between fragmentation and collision. The time of 30 fs was considered as the up boundary limit for shattering fragmentation in order to use the same criterion for all the bonds (C-H, N-H, C-C ...).

At the collision energy of 10.8 eV, 5.7 and 5.3% of the TIK($H^+$)$_2$ and TLK($H^+$)$_2$ ions trajectories fragmented, respectively; at 13.0 eV of $E_{rel}$ the 8 and 9%, respectively. The number of primary pathways and final primary products for the two are also slightly different. Minor differences are seen for the more probable pathways, generally falling in the uncertainties. The highest energy simulations were performed at 30.0 and 26.0 eV of $E_{rel}$ for the two TIK($H^+$)$_2$ and TLK($H^+$)$_2$ ions, respectively. At the higher collision energy we found 45 fragmentation pathways for TIK($H^+$)$_2$ and 25 for TLK($H^+$)$_2$. Furthermore, more than 90% of all reactive trajectories are shattering (95% for TIK($H^+$)$_2$ and 92% for TLK($H^+$)$_2$). Except for pathways 21 and 22 (and 21' and 22'), that correspond to formation of $H^+$ and $N_2H^+$ due to $H^+$ losses from different sites and that are the by far the most abundant fragmentations, there are no
Figure 5.11: Fragmentation mechanisms corresponding to pathway 5 for collisional simulations of TLK(H+)2 primary dissociation.
Figure 5.12: TLK(H\textsuperscript{+})\textsubscript{2} primary dissociation pathways, which are different from the TIK(H\textsuperscript{+})\textsubscript{2} ones.
Table 5.3: Percentages of backbone and side-chain fragmentation.

<table>
<thead>
<tr>
<th>Collision energy (eV)</th>
<th>TIK(H⁺)₂</th>
<th>TLK(H⁺)₂</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.8</td>
<td>54 ± 7;  28 ± 6</td>
<td>62 ± 7;  23 ± 6</td>
</tr>
<tr>
<td>13.0</td>
<td>51 ± 3;  33 ± 3</td>
<td>44 ± 3;  32 ± 3</td>
</tr>
<tr>
<td>30.20, 26.0b</td>
<td>16 ± 3;  23 ± 3</td>
<td>14 ± 3;  13 ± 2</td>
</tr>
</tbody>
</table>

\(^a\)The first percentage is for backbone and the second for side chain. Trajectories that fragmented forming H⁺ and N₂H⁺ are not categorized as backbone or side chain. The standard deviation of the percentage is also given. \(^b\)The first collision energy is for TIK(H⁺)₂ and the second for TLK(H⁺)₂.

The dominant fragmentation pathway, which seems reasonable considering the percentage of shattering at these high energies.

Table 5.3 shows the percentages of the fragmentation that is backbone and side chain. At the lower collision energies of 10.8 and 13.0 eV, backbone fragmentation is more important than side-chain for both the ions, while at 26 and 30 eV the two fragmentations have similar probabilities.

Table 5.4 shows the percentages of the fragmentation that is shattering. We can see that shattering is more important for TIK(H⁺)₂ than for TLK(H⁺)₂. However, for both ions shattering backbone fragmentation becomes more important as the collision energy increases, where it approaches 100% at the highest collision energies. In general, shattering is very important for the two ions side-chain fragmentations. This is expected, in fact the side chains are more exposed to the collision with N₂, which can enhance immediate fragmentation due to an energy localization.

In figure 5.13 an example is given of non-shattering fragmentation corresponding to pathway 1. The time-evolution of four characteristic inter-nuclear distances is shown in the figure. While the collision takes place within about 100 fs (and N₂ rapidly departs), the first dissociation is at about 2.4 ps, typical of a non-shattering mechanism. For this case, we observe first, at about 2.4 ps, a proton transfer from the N-terminus to the C=O group (distance R₂ in figure 5.13) and then the cleavage of a C-C bond (distance R₄) at about 2.8 ps.

In figure 5.14 an example of shattering trajectory is shown for pathway 3 of TLK(H⁺)₂ at \(E_{rel} = 13\) eV. The collision takes place in the first 200 fs, depicted by the black line indicating the inter-nuclear distance \(R₁\) of a N-atom of N₂ colliding with a C-atom of the ion. The R₂ distance shows fast (shattering) fragmentation of the C-C bond, occurring within the first 40
Table 5.4: Percentage of shattering fragmentation\textsuperscript{a}.

<table>
<thead>
<tr>
<th>Collision energy (eV)</th>
<th>Backbone $\text{TIK(H}^+\text{)}_2$</th>
<th>Backbone $\text{TLK(H}^+\text{)}_2$</th>
<th>Side chain $\text{TIK(H}^+\text{)}_2$</th>
<th>Side chain $\text{TLK(H}^+\text{)}_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.8</td>
<td>37 ± 9</td>
<td>21 ± 7</td>
<td>53 ± 12</td>
<td>83 ± 12</td>
</tr>
<tr>
<td>13.0</td>
<td>41 ± 4</td>
<td>17 ± 4</td>
<td>88 ± 4</td>
<td>74 ± 5</td>
</tr>
<tr>
<td>30.20, 26.0\textsuperscript{b}</td>
<td>78 ± 8</td>
<td>42 ± 10</td>
<td>95 ± 3</td>
<td>96 ± 4</td>
</tr>
</tbody>
</table>

\textsuperscript{a}The percentage of the total fragmentation that is shattering. Trajectories that fragmented to the $\text{H}^+$ and $\text{N}_2\text{H}$ are not categorized as backbone or side chain. The standard deviation of the percentage is also given. \textsuperscript{b}The first collision energy is for $\text{TIK(H}^+\text{)}_2$ and the second for $\text{TLK(H}^+\text{)}_2$.

fs after the collision. Interestingly, after other about 2.6 ps from the shattering event, the R3 C-N inter-nuclear distance increases, showing further fragmentation. Thus for this last C-N bond dissociations occurs \textit{via} intramolecular vibrational redistribution.
Figure 5.13: Variation of internuclear distances of a representative TIK(H\(^{+}\))\(_2\) CID trajectory following pathway 1 at \(E_{rel} = 13.0\) eV. The geometry with distances defined is reported above the graph.
Figure 5.14: Variation of internuclear distances of a representative TLK(H\(^+\))\(_2\) CID trajectory following pathway 3’ at \(E_{rel} = 13.0\) eV. The geometry with distances defined is reported above the graph.
Secondary dissociation pathways and comparison with a database

We report theoretical mass spectra that result by counting the occurrence of final products \( m/z \) values.

For the lower collision energies of 10.8 and 13.0 eV the relative theoretical mass spectra of \( \text{TIK}(\text{H}^+)_2 \) and \( \text{TLK}(\text{H}^+)_2 \) ions are shown in figure 5.15. For the high collision energy simulations, the number of fragments increases dramatically and the mass spectra are less informative, so they are not reported.

Looking at the mass spectra of figure 5.15, the total number of different ions formed is higher than what generally observed in a CID spectrum of a peptide. However, the number of fragments having relevant contribution to the final theoretical mass spectrum is much lower. In particular, at the lowest collision energy there are about 10 significant peaks. The primary peaks shown by the mass spectra of the two ions are the same. The most relevant are: \( m/z \ a_1^+ \) (from pathways 1 and 2), \( x_2^+ \) (from pathway 1), \( y_2^+ \) (from pathway 2), \( m/z \ 45 \) and 317 (from pathway 5, figure 5.11), \( m/z \ 158.5 \) (from pathway 6), and \( m/z \ 180.5 \) (corresponding to \( \text{H}_2^+ \) loss). The small differences are within statistical uncertainties. However, it should be noticed that most of the differences in the fragmentation of the two ions regard the low intensity peaks. The main effect of increasing the collision energy is to increase the intensity of less important peaks (considered as a statistical noise in mass spectrometry in analytical characterizations) and, consequently, decreasing the relative intensity of the characteristic peaks. The mass spectra show a limited number of relevant peaks as generally obtained in the CID of peptides [43].

Unfortunately, there are no CID experiments reported for the \( \text{TIK}(\text{H}^+)_2 \) and \( \text{TLK}(\text{H}^+)_2 \) ions, but it is possible to make a qualitative comparison with information present in the literature. "Fragment ion calculators" can be considered, as done by popular codes like MASCOT [41]. In particular, we used one on-line [115] from which we found agreement for the backbone fragmentation. Unluckily, the approach used from this automatic code neglects side-chain fragments (it reports only possible \( a/b/c/x/y/z \) fragmentation).

Another comparison can be done using the NIST database [116] for the fragmentations of separated amino acids. For threonine, peaks \( m/z \ 74 \) and 75 show good correspondence between the simulations and the NIST spectrum. For lysine, fragments \( m/z \ 31 \) and 73 are present in the NIST spectrum and are relatively abundant in the simulations. Finally, for side-chain loss from leucine and isoleucine corresponding to neutrals, there is no corresponding information available in the NIST database.

Anyway, our aim consists mainly in providing information for plausible fragmentation
Figure 5.15: $m/z$ mass spectra of TIK(H$^+$)$_2$ (upper) and TLK(H$^+$)$_2$ (lower) trajectories for CID at $E_{rel}$ of 10.8 and 13.0 eV.
Table 5.5: Energy transfer properties.

<table>
<thead>
<tr>
<th></th>
<th>TIK(H^+)_2</th>
<th>TLK(H^+)_2</th>
</tr>
</thead>
<tbody>
<tr>
<td>E_{rel}</td>
<td>10.8</td>
<td>10.8</td>
</tr>
<tr>
<td>⟨E⟩_react</td>
<td>199 ± 32</td>
<td>168 ± 36</td>
</tr>
<tr>
<td>⟨E⟩_non-react</td>
<td>59 ± 61</td>
<td>54 ± 62</td>
</tr>
<tr>
<td>E_0^coll</td>
<td>113.0</td>
<td>84.3</td>
</tr>
<tr>
<td>P(E &gt; E_0^coll)</td>
<td>18%</td>
<td>18%</td>
</tr>
</tbody>
</table>

|                  | 13.0        | 13.0       |
|                  | 236 ± 43    | 196 ± 42   |
| ⟨E⟩_react       | 107 ± 131   | 327 ± 111  |
| ⟨E⟩_non-react   | 49 ± 62     | 24 ± 59    |
| ⟨E⟩_react       | 34 ± 51     | 33 ± 56    |
| E_0^coll       | 85.3        | 80.8       |
| P(E > E_0^coll) | 20%         | 17%        |
| E_0^coll       | 93.9        | 84.6       |
| P(E > E_0^coll) | 9%          | 13%        |
|                  | 30.0        | 26.0       |
| ⟨E⟩_react       | 168 ± 36    | 327 ± 111  |
| ⟨E⟩_non-react   | 54 ± 62     | 27 ± 56    |
| ⟨E⟩_react       | 34 ± 51     | 24 ± 59    |
| E_0^coll       | 84.3        | 84.6       |
| P(E > E_0^coll) | 18%         | 20%        |
| E_0^coll       | 80.8        | 17%        |
| P(E > E_0^coll) | 9%          | 13%        |

^aE_{react} is the average transferred energy for fragmenting trajectories. ^bE_{non-react} is the average transferred energy for non-reactive trajectories. ^cE_0^coll is the minimum energy transfer for fragmenting trajectories. ^dP(E > E_0^coll) is the percentage of non-reactive trajectories with transferred energy larger than E_0^coll.

patterns with relative mechanisms, and understanding the differences between two limiting thermal and collisional activation modes.

**Energy transfer**

Collisional simulations provide useful information not only in terms of fragmentation products and mechanisms but also in the energy transferred to the ions due to the collision. The distributions of energy transfer to TIK(H^+)_2 and TLK(H^+)_2 for both the ions are reported in figure 5.16 for both the reactive trajectories (i.e. that fragmented in the simulation time) and the non-reactive ones.

The average energy transfer properties are summarized in table 5.5. We note that, as expected, the energy transfer to reactive trajectories is larger than that for non-reactive ones, and it is always more than 50% of the collision energy.

For each collision energy and ion, there is a minimum energy transfer for which fragmentation occurred. The minimum energy transfer for TIK(H^+)_2 simulations from the lowest to the higher collision energy is 113.0, 85.3 and 93.9 kcal/mol, respectively. For the TLK(H^+)_2 it is 84.3, 80.8, and 84.6 kcal/mol, respectively. These energies may be viewed as dynamical fragmentation thresholds, E_0^coll, which depend on the simulation time scale. If the trajectories were integrated for longer periods of time, fragmentations at lower energies are expected,
Figure 5.16: Energy transfer distributions for TIK(H⁺)₂ and TLK(H⁺)₂ fragmenting and non-fragmenting trajectories at different collision energies.
resulting in lower $E_{\text{coll}}^0$. For the current simulations the fraction of non-reactive trajectories for which the energy transfer is greater than $E_{\text{coll}}^0$ is given in table 5.5 for both ions and each collision energy. The non-reactive trajectories may have sufficient time to complete IVR [117] and would then dissociate in accord with RRKM theory [118]. In future work, one could then use this theory to calculate the unimolecular rate constant $k$ of the ions, and resulting lifetime $t = 1/k$, versus energy. The fraction of ions which have lifetimes shorter than the mass spectrometry experimental time scale could then be determined. A challenging aspect would be to include an accurate anharmonic correction to the unimolecular rate constant, since anharmonicity may be quite important for the ion’s RRKM rate constant.

**Impact parameter distribution**

We analysed the distribution of shattering as a function of the impact parameter (that was chosen randomly between 0 and $b_{\text{max}}$ in all the simulations) for the TIK(H$^+$)$_2$ simulation at $E_{\text{rel}} = 13.0$ eV. This distribution, and the ones for backbone shattering and side-chain shattering trajectories, as a function of $b$, are shown in figure 5.17.

We can see that the probability of shattering versus $b$ is nearly proportional to $b$ up to $b = 3$ Å. The probability of shattering decreases for large $b$. The maximum value of $b$ at which side-chain fragmentation is observed is 8 Å, while 6.5 Å for backbone shattering. This shows that it is important to use an high value of $b_{\text{max}}$ in order to consider all the possible fragmentations. However, a too high value of $b_{\text{max}}$ chosen for the simulations would increase the computational cost and most of the trajectories would be, anyway, non-reactive.

The average impact parameters for total, backbone and side-chain shattering are found to be 3.2, 2.5, and 3.5 Å, respectively.

**Differentiating CID of TIK(H$^+$)$_2$ and TLK(H$^+$)$_2**

TIK(H$^+$)$_2$ and TLK(H$^+$)$_2$ have the same mass, so that it is important to understand how they can be differentiated in their CID mass spectra. More in general, it is important to understand how to differentiate isoleucine (I) and leucine (L) in peptides or proteins.

In figure 5.18 the possible pathways involving I and L side-chain fragmentations are shown, consisting in the whole I/L loss, or in the cleavage of one C-C bond in the I/L side chain.

Pathways in panels A and D form ions in commons between TIK(H$^+$)$_2$ and TLK(H$^+$)$_2$
Figure 5.17: Impact parameter distributions leading to TIK(H⁺)₂ fragmentation at $E_{rel} = 13.0$ eV for total, backbone and side-chain shattering trajectories. (m/z 152.5 and 173.5), while pathways B and C form unique ions with m/z 159.5 for L and m/z 166.5 for I. The occurrence of these ions for TIK(H⁺)₂ and TLK(H⁺)₂ is then reported in figure 5.19 at different collision energies. Unfortunately, their probabilities are low, the highest
Figure 5.18: Fragmentation pathways that can differentiate between I and L.
being only 4%.

The common ion \( m/z \ 152.5 \) is considerably more probable for TIK\((H^+)_2 \) than for TLK\((H^+)_2 \).

Figure 5.19: Percentages for forming product ions, with respect to total fragmentation, for pathways A-D in figure 5.18. Percentages for forming the TIK\((H^+)_2 \) and TLK\((H^+)_2 \) fragmentation ions are given by the red and blue bars, respectively. Fragmentation percentages are given for 10.8, 13.0, 26.0, and 30.0 eV.

The \( m/z \ 173.5 \) ion has almost the same abundance in both systems and, of the four graphs in figure 5.19, has the largest probability of about 4% for \( E_{rel} = 13.0 \) eV. The two ions which are characteristic of the two isomers, \( m/z \ 159.5 \) for TLK\((H^+)_2 \) and 166.5 for TIK\((H^+)_2 \), are obtained with low probability, the highest values at \( E_{rel} = 13.0 \) eV. An interesting consideration
can be made inspecting the theoretical mass spectra of the two ions in figure 5.15. The $m/z$ 159.5-170 region is empty, thus making $m/z$ 166.5 (which is characteristic of I) a peak which might be used to distinguish I from L. On the contrary, near the $m/z$ 159.5 peak (which is characteristic of L) there is another peak at $m/z$ 159 and also an intense peak at 158.5, making $m/z$ 159.5 difficult to be detected. Even using high-resolution mass spectrometry (HRMS) analysers, which should actually be able to resolve peaks separated by 0.5 $m/z$ units, the detection would be still problematic. In fact, HRMS instruments have generally a low-resolution mass filter. In other words, it is well known that detection problems in low-resolution can become a transmission limitation in HRMS (e.g. 'trap overfilling').

However, in principle it is possible for experimental work to focus on this region of the spectrum. Unluckily, the intensity of $m/z$ 166.5 is very low, such that experimental spectra with very low noise will be necessary.
Comparison of thermal and collisional fragmentation of TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\)

For the thermal simulations on TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\), reported in the previous section 5.2, it was found a statistical unimolecular behaviour. On the other hand, when performing collision activation the energy is not deposited randomly amongst the vibrational degrees of freedom of the ions and the fragmentation can occur before a complete IVR. However, as it was discussed previously (see section 4.3 in chapter 4), both statistical and non-statistical unimolecular mechanisms are responsible for the peaks in a CID experimental mass spectrum. It is for this reason that it is important to compare fragmentation pathways and product ions as obtained from different excitation methods.

We should note that in thermal excitation all fragmentations will be by definition non-shattering, while in collisional excitation both shattering and non-shattering fragmentation may occur.

We can start comparing the theoretical mass spectra resulting by applying one or the other activation mode, i.e. the spectra from thermal simulations in figure 5.3 and the spectra from the collision ones in figure 5.15. In the low temperature thermal spectra there are few peaks, while in the collisional simulations there are always many peaks. However, at higher temperature the number of peaks increases, so that it is possible to see as many peaks as from collision simulation. Note that the highest temperature simulation at 2500 K corresponds to an internal energy of 850 kcal/mol, and for the collisional simulation with \(E_{rel} = 13\) eV we have an average ion energy upon collision of about 780 kcal/mol, resulting from the ZPE and average energy transfer.

The thermal and collisional fragmentation dynamics may be compared for the most important peaks in the spectra, i.e. \(m/z\) 45, 74, 158.5, 174, 180.5, 260, 288 and 317. It is instructive to underline the role of shattering fragmentation in this comparison. The probabilities for forming these ions are summarized in tables 5.6 and 5.7 as a function of collision energy and temperature for the collisional and thermal simulations, respectively.

The two most abundant ions in the thermal simulations, \(m/z\) 74 and 288, correspond to the products formed through non-shattering mechanisms in the collisional simulations. They correspond to \(a_1^+\) and \(x_2^+\) ions formed via a proton transfer/backbone breaking mechanism (see pathways 1 and 2 in figure 5.4 of previous chapter). Upon increasing the temperature their relative abundances decrease, mainly because other fragmentation channels become important.

The ions \(m/z\) 174 and 260 are also obtained in the collisional simulations, mainly through non-shattering mechanisms, and they are also observed in the thermal simulations. The ion
Table 5.6: Shattering vs non-shattering % are reported for collisional trajectories. We show the TIK(H^+)\(_2\) results and in parenthesis the corresponding TLK(H^+)\(_2\) ones.

<table>
<thead>
<tr>
<th>m/z</th>
<th>(E_{\text{rel}} = 10.8) eV</th>
<th>(E_{\text{rel}} = 13) eV</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>shatt.</td>
<td>non-shatt.</td>
</tr>
<tr>
<td>45</td>
<td>44 (62.5)</td>
<td>55.6 (37.5)</td>
</tr>
<tr>
<td>74</td>
<td>0.0 (8.7)</td>
<td>100.0 (91.3)</td>
</tr>
<tr>
<td>174</td>
<td>0.0 (33.3)</td>
<td>100.0 (66.7)</td>
</tr>
<tr>
<td>158.5</td>
<td>100.0 (80.0)</td>
<td>0.0 (20.0)</td>
</tr>
<tr>
<td>180.5</td>
<td>100.0 (100.0)</td>
<td>0.0 (0.0)</td>
</tr>
<tr>
<td>260</td>
<td>0.0 (0.0)</td>
<td>100.0 (100.0)</td>
</tr>
<tr>
<td>288</td>
<td>0.0 (6.2)</td>
<td>100.0 (93.8)</td>
</tr>
<tr>
<td>317</td>
<td>100.0 (71.4)</td>
<td>0.0 (28.6)</td>
</tr>
</tbody>
</table>

Table 5.7: For thermal simulations we report the % of different ions over the reactive trajectories.

<table>
<thead>
<tr>
<th>m/z</th>
<th>1250 K</th>
<th>1500 K</th>
<th>2000 K</th>
<th>2500 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>45</td>
<td>-</td>
<td>-</td>
<td>1.7</td>
<td>2.3</td>
</tr>
<tr>
<td>74</td>
<td>49.0</td>
<td>46.0</td>
<td>27.0</td>
<td>11.0</td>
</tr>
<tr>
<td>174</td>
<td>1.2</td>
<td>1.6</td>
<td>5.4</td>
<td>8.4</td>
</tr>
<tr>
<td>158.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.8</td>
</tr>
<tr>
<td>180.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>260</td>
<td>6.0</td>
<td>9.0</td>
<td>4.3</td>
<td>2.3</td>
</tr>
<tr>
<td>288</td>
<td>42.0</td>
<td>35.0</td>
<td>15.0</td>
<td>5.5</td>
</tr>
<tr>
<td>317</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>
m/z 260 shows good intensity at low temperatures, becoming much less abundant with increasing temperature, while m/z 174 is abundant only at high temperatures. Both m/z 174 and 260 correspond to backbone fragmentation. Backbone fragmentations are often obtained through the non-shattering mechanism for two main reasons: (i) the backbone is protected by side chains, such that direct exposure to the projectile (which favors shattering) is reduced; and (ii) non-shattering is associated with proton transfer which triggers backbone fragmentation, as in the mobile proton model [48, 119, 120, 121].

On the other hand, ions m/z 45, 180.5 and 317 are obtained mainly via shattering mechanisms in the collisional simulations, while in the thermal simulations m/z 180.5 and 317 are not observed and m/z 45 is only observed at high temperatures. The formation of m/z 45 and 317 corresponds to the loss of threonine (see figure 5.11), while ion m/z 180.5 corresponds to the loss of H⁺.

The ion m/z 158.5 merits individual discussion. It is obtained by shattering at low collisional energies, while from non-shattering only upon increasing the collision energy. It is also obtained from thermal simulations (by definition via non-shattering mechanism) at high temperatures, for which the internal energy of the ions is comparable to high collision energies. However, there is an important difference in the nature of these ions between the collisional and thermal simulations. In the collisional simulations it corresponds to the a_3^{2+}· radical ion, i.e. loss of the terminal COOH group (pathway 6 in figure 5.5). In the thermal simulations it corresponds to the formation of not only the a_3^{2+} ion, but also of neutral threonine thus forming a doubly charged ion (see pathway 5 in figure 5.5). In fact, when breaking the C-C bond connecting threonine to the backbone, there are two different behaviors for the thermal and collisional simulations. In the thermal simulations, the loss of neutral threonine side-chain and the formation of the doubly charged ion m/z 158.5 are found, while in the collisional simulations the two singly charged ions m/z 45 and 317 are obtained (see figure 5.11).

In general, non-shattering products are similar in the thermal and collisional simulations, in particular when energies are comparable as for the highest temperature in the thermal simulations, while the collisional simulations often give unique shattering products. Some products are obtained only through shattering and, thus, they will only be seen with a sufficiently high collision energy and localized non-random excitation, which is possible in some triple-quadrupole experimental set-ups [2]. In particular, side-chain fragmentation and fragmentations involving terminal groups (like the C-terminus COOH or H⁺ loss) are peculiar for the collisional simulations and are mainly obtained via shattering mechanisms.
5.3.3 Conclusions

In the simulations reported here the two ions TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\), were activated by collisions with \(N_2\) at different collision energies. The two systems only differ in the central residue, isoleucine (I) or leucine (L). Collisional simulations were also compared with previous simulations presented in section 5.2, in which TIK(H\(^+\))\(_2\) fragmentation was studied by means of thermal activation. We can conclude that:

1. The TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\) fragmentations are very similar, with few differences which are within statistical uncertainties and concern low abundant peaks.

2. Shattering fragmentation is important for collision simulations, and it mainly corresponds to side-chain fragmentation;

3. A detailed study of differences in TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\) side-chain fragmentations, which could distinguish I from L, found that a peak at \(m/z\) 166.5 would be characteristic of I. This peak originates from a shattering mechanism. Unfortunately, the abundance is quite low and thus, to be used experimentally as a detection peak, the experimental noise should be drastically reduced;

4. Collisional energy transfer was analysed for the trajectories and the minimum energy transfer leading to fragmentation, identified as \(E_{\text{col}}^0\), was determined for each ion and collision energy. This is a dynamical fragmentation threshold, which will be smaller if the trajectories were integrated for a longer period of time. For the current simulation 10-20\% of the non-reactive trajectories had collision energy transfers higher than \(E_{\text{col}}^0\).

5. The thermal and collisional simulations show similar product distributions when high temperatures (i.e. high internal energies) are considered. However, some peaks and mechanisms are different between the two activation modes. In fact in collisional dynamics there is both statistical and non-statistical dissociation, while in thermal activation only statistical products are observed.

In summary, this is the first study which considers in detail, by direct dynamics unimolecular, the fragmentation of a relatively large doubly charged peptide (three residues with about 60 atoms). Two activation modes, random/thermal and non-random/collisional are compared,
which are two limiting conditions for CID. The possibility of treating large systems with direct
dynamics, for both thermal and collisional activation, paves the way to a more quantitative the-
oretical mass spectrometry, in particular because they can investigate different energy ranges
and distinguish differences between random and non-random excitation.

Finally, for the study of such large systems, it has been crucial the development and use
of a semi-automatic analysis code, which is reported in Appendix B.

5.4 Threshold for Shattering Fragmentation in Collision-
Induced Dissociation of the Doubly Protonated Tripep-
tide TIK(H⁺)₂

In previous section, we have shown that a non-statistical fragmentation, shattering, is im-
portant in the collisional simulations of the TIK(H⁺)₂ and TLK(H⁺)₂ doubly protonated
tripeptide ions (see section 4.2 of chapter 4 for a more extensive description of shattering
fragmentation). In order to model and interpret experimental CID spectra of peptides, it is
important to know the collision energy threshold for shattering. For example, is shattering
important at low collision energies at or near thresholds for peptide ion fragmentation ? In
particular, shattering is unique (by definition) for collision simulations, where translation to
vibration energy transfer during the collision can directly access the fragmentation transition
state (TS).

For the simulations presented here, shattering thresholds are investigated for both backbone
and side-chain fragmentations of the doubly protonated tripeptide threonine-isoleucine-lysine
ion, TIK(H⁺)₂. We have thus investigated in deeper details the threshold energy needed to
activate shattering fragmentation on this system. We have previously studied the same sys-
tem via statistical fragmentation (see section 5.2), such that it will be possible to compare
shattering vs RRKM energy threshold. Atomistic details of the fragmentation mechanisms are
discussed in the previous sections 5.2 and 5.3 and here we refer to them, while, by decreasing
the collision energy, here we focus on how decreasing the collision energy the amount of shat-
tering evolves, thus making possible to identify an energy threshold for this particular way of
fragmentation.

The same methodology described previously for TIK(H⁺)₂ and TLK(H⁺)₂ + N₂ collisional
direct dynamics (see section 5.3) was used here. To establish an impact parameter b for the
current simulations, we used the distributions of impact parameters leading to shattering computed in the previous TIK(H\(^+\))\(_2\) CID simulations at collision energies of 250 and 300 kcal/mol. In figure 5.20 we can thus see that the probability of shattering versus \(b\) is approximately proportional to the probability of a collision versus \(b\) for a value for \(b\) up to about 2.5 Å. Following this result, a fixed value for \(b\) of 2.5 Å was chosen for the simulations reported here in order to enhance the probability of shattering.

The \(N_2 + TIK(H^+)_2\) simulations were performed for collision energies \(E_{rel}\) of 100, 150, 175, 200, and 225 kcal/mol. These energies were chosen in order to slowly decrease from the original 250 kcal/mol value studied in the previous collision simulations study (section 5.3) up to a lower value for which no (or few) shattering (and more in general reactive) trajectories are found. The respective number of trajectories calculated for these energies were 10338, 7491, 3259, 1928, and 1237. The total number of trajectory for each value of \(E_{rel}\) was chosen in
order to have at least about 100 reactive trajectories, limiting the maximum number of total trajectories for each set to about 10000 (this last condition was applied only to the trajectories with the lowest $E_{rel}$ value). Each trajectory was integrated for 2.5 ps.

Four different types of fragmentation mechanisms were observed in the current simulations; i.e. non-shattering fragmentation, backbone and side-chain shattering, and shattering forming an H\textsuperscript{+} or NH\textsubscript{2}\textsuperscript{+} ion. In table 5.8 we report three percentages which characterize the reactivity as a function of collision energy ($E_{rel}$): (i) the percentage of the trajectories which fragmented, (ii) the percentage of shattering trajectories over the number of fragmentation trajectories, and (iii) the percentage of shattering trajectories over the total number of trajectories. There is a substantial decrease in the percentage of the trajectories which fragmented, with decrease in $E_{rel}$, from 9.5% to 0.22%. Amongst the trajectories which fragmented, the percentage which fragmented by shattering decreased by approximately a factor of 2 with decrease in $E_{rel}$ from 225 to 100 kcal/mol, i.e. from 9.3% to 17.4%. Since the number of shattering trajectories does not change with increase in integration time, but the number of fragmenting trajectories does, these percentages decrease with integration time. The percentage which does not depend on integration time is the percentage of shattering trajectories with respect to the total number of trajectories, which is given in table 5.8 and plotted in figure 5.21. This percentage decreases from 3.7% to 0.04% respectively from 225 to 100 kcal/mol.

The percentages of the shattering fragmentations which are side chain, backbone, or formation of an H\textsuperscript{+} or N\textsubscript{2}H\textsuperscript{+} ions are given by the bar graph in figure 5.22. For each $E_{rel}$, the sum of the percentages is 100%. In the case of backbone shattering, they come mainly from pathways 4 and 6 (see figure 5.4, 5.5 and 5.5 of section 5.2) which correspond to loss

<table>
<thead>
<tr>
<th>$E_{rel}$</th>
<th>Number of trajectories</th>
<th>% Fragmentation</th>
<th>% Shattering\textsuperscript{a}</th>
<th>% Shattering\textsuperscript{b}</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>10338</td>
<td>0.22 ± 0.05</td>
<td>17 ± 8</td>
<td>0.04 ± 0.02</td>
</tr>
<tr>
<td>150</td>
<td>7491</td>
<td>1.3 ± 0.1</td>
<td>29 ± 5</td>
<td>0.39 ± 0.07</td>
</tr>
<tr>
<td>175</td>
<td>3259</td>
<td>3.0 ± 0.3</td>
<td>31 ± 5</td>
<td>0.95 ± 0.17</td>
</tr>
<tr>
<td>200</td>
<td>1928</td>
<td>5.7 ± 0.5</td>
<td>29 ± 4 39 ± 5</td>
<td>1.7 ± 0.3</td>
</tr>
<tr>
<td>225</td>
<td>1237</td>
<td>9.5 ± 0.8</td>
<td>39 ± 5</td>
<td>3.7 ± 0.5</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Percentage of shattering over the number of fragmentation trajectories. \textsuperscript{b}Percentage of shattering over the total number of trajectories.
Figure 5.21: Percentage of trajectories which are shattering, with respect to the total number of trajectories, versus $N_2 + \text{TH}(\text{H}^+)\_2$ relative translational energy $E_{\text{rel}}$. The impact parameter is 2.5 Å.
of N-terminus and C-terminus groups, forming ions $a_1^{+}$ and $a_3^{2+}$, respectively. The side-chain shattering fragmentations correspond mainly to the pathway 5 (loss of threonine side chain), pathway 8 (loss of isoleucine side chain) and pathway 9 (loss of terminal part, $\text{CH}_2\text{NH}_3^{+}$, of lysine side chain). At 175, 200, and 225 kcal/mol, the percentages for side-chain and backbone shattering are similar. However, at 150 kcal/mol only side-chain shattering is observed and its percentage is much smaller than that for $\text{H}^+$ or $\text{N}_2\text{H}^+$ formation. The threshold for backbone shattering fragmentation is higher than that for side-chain shattering fragmentation or shattering fragmentation forming an $\text{H}^+$ or $\text{N}_2\text{H}^+$ ion. While also the backbone shattering fragmentations concern parts of the molecule most exposed to the projectile, the side chains (and also the leaving $\text{H}^+$) are slightly more exposed, being probably at the origin of a lower shattering energy threshold.

As shown in figure 5.21, the percentage of all the trajectories which are shattering at a specific $E_{rel}$ decreases with decrease in $E_{rel}$, becoming 0.04% for $E_{rel} = 100$ kcal/mol. A
collision energy threshold for shattering will be thus less than 100 kcal/mol. This energy value corresponds to the collision energy, i.e. the relative energy set for the collisional system. From the trajectories, it is possible to obtain the amount of transferred energy and decompose it as a function of shattering and non-shattering trajectories for different values of $E_{\text{rel}}$. It results in a distribution of values which is reported in figure 5.23. The energy distributions, in case of non-shattering trajectories, will be a function of simulation time: in fact, in the long-time limit they will provide statistical fragmentation. For this reason, the minimum values of internal energy in what here we identified as "non-shattering" do not correspond to what obtained from a previous statistical study in which the threshold was obtained from an Arrhenius plot: present simulations cannot, by definition, reach the statistical limit. On the other hand, shattering trajectories are defined as the one who react in less than 40 fs, and thus they are largely inside our simulation time. It is thus possible to identify the minimum transferred energy value for which shattering occurs. We should remark that the internal energy is always less than the collision energy ($E_{\text{rel}}$), and it corresponds to the actual activation provided to the ion after the collision. From the energy distributions it is possible to identify the average energy transfer which are listed in table 5.9 as a function of $E_{\text{rel}}$ as obtained in all of the fragmentations and then only for the shattering fragmentations. For shattering we report in the same table also the minimum energy transfer which provides an estimation of the internal energy threshold for shattering. The threshold of 55 kcal/mol is substantially higher than the lowest activation energy of 14.7 kcal/mol, found from direct dynamics simulations for the thermal dissociation of TIK$(H^+)_2$ (see section 5.2). Thus, the shattering threshold is significantly higher than that for statistical redistribution of the ion’s vibration energy and RRKM unimolecular kinetics.

Concluding, this is the first time the details of shattering fragmentation is reported from a relatively large system. An approach on how obtain shattering threshold is shown and applied to a tripeptide, providing an energy value which is largely different with respect to RRKM value. This would stimulate the searching of shattering and RRKM energy threshold by comparing collisional simulations at different relative energies with statistical trajectory decompositions done at different temperatures. The method does not need the location of transition states and thus it can be easily applied to complex molecules for which geometrical identification of saddle points (and more in general of reactive potential energy surfaces) is generally very problematic.
Figure 5.23: Probability of collisional energy transfer to TIK(H$^+$)$_2$ internal energy for non-shattering and shattering trajectories, with respect to the total number of shattering and non-shattering trajectories. The total probability of each graph is 100%, with results for different relative translational energies $E_{rel}$. The impact parameter is 2.5 Å.
Table 5.9: Energy transfer results for reactive trajectories as a function of the collision energy.

<table>
<thead>
<tr>
<th>$E_{rel}$</th>
<th>150</th>
<th>175</th>
<th>200</th>
<th>225</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average energy transfer for reactive trajectories</td>
<td>100 ± 15</td>
<td>117 ± 20</td>
<td>139 ± 23</td>
<td>156 ± 25</td>
</tr>
<tr>
<td>Average energy transfer when shattering</td>
<td>93 ± 14</td>
<td>111 ± 20</td>
<td>134 ± 29</td>
<td>149 ± 30</td>
</tr>
<tr>
<td>Minimum shattering energy transfer</td>
<td>58</td>
<td>55</td>
<td>55</td>
<td>88</td>
</tr>
</tbody>
</table>

*Energies in kcal/mol*
Chapter 6

Fragmentation of L-Cysteine sulfate anion

6.1 Introduction

L-Cysteine sulfenic acid (CysSOH) is a well known post-translational protein modification (PTM) [122]. It is involved as intermediate in oxidation processes that induce the reduction of L-Cystein-thiols (CysSH) forming disulfure bonds and consequent proteins folding [122], regenerating the proteins activity. Thus, CysSOH formation, along the proteins folding process, plays different roles in different cellular processes, in particular, to prevent the oxidative stress [123, 124, 122], to mediate redox signaling [122, 125], etc..

Even if sulfenic acids have been identified in several biochemical works, they are transient and not isolable in small molecules [6]. In a recent work [6], however, it was possible to form the reduced form L-Cysteine sulfenate (CysSO−) by means of low energy collision-induced dissociation (CID). Although the structure of this species, with mass over charge (m/z) 136, was unambiguously characterized [6], it was not possible to unravel the fragmentation mechanism leading to it. Thus, a combined study on the CID dissociation of L-Cysteine-sulfate anion (CysSSO3−) was performed by combining chemical dynamics simulations, quantum chemistry calculations and experiments. Experiments were performed by the groups of D. Scuderi at the Laboratoire de Chimie-Physique at Université Paris-Sud (Orsay) and Prof. M. E. Crestoni at the University of Roma, La Sapienza (Italy).
6.2 Experimental methods

Here we summarize the different experiments performed by the above-mentioned groups.

The fragmentation of CysSSO$_3^-$ induced by CID has been studied by means of three different mass spectrometers: a commercial hybrid triple quadrupole/linear ion-trap (QTRAP), a modified Paul ion trap (Bruker, ESQUIRE 3000) [126] and a hybrid Fourier transform-ion cyclotron resonance (FT-ICR, Bruker, Apex Qe) mass spectrometer [127]. The three experimental setups are equipped with an ESI (electrospray ionization) source. Mass spectrometry experiments of energy-resolved CID are carried out in the hybrid triple quadrupole (in Rome) which is endowed with three quadrupoles, Q$_1$, q$_2$ and Q$_3$. The ions of interest are mass-selected using Q$_1$. The first and the third analysers (Q$_1$ and Q$_3$) are separated by a collision cell into which an inert gas (N$_2$) is admitted to collide with the selected sample ions. CID experiments are performed in the quadrupole cell q$_2$ at a variable energy ($E_{lab} = 5$-50 eV). The nominal pressure of the N$_2$ gas was typically set at about 10$^{-5}$ mbar. The ionic products were monitored by scanning the Q$_3$ sector which may act as either a quadrupole analyser or a linear trap.

Collision-induced dissociation has also been performed in Orsay in two modified ion traps: a Paul ion trap and a hybrid FT-ICR mass spectrometer. In the Paul trap, after ESI of the solution of the sample, ions are guided through a capillary and two octopoles into the trap, where they are spatially confined for extended period of time from 100 ms to 1 s. The CID is then performed at a pressure of He estimated to be about 10$^{-3}$ mbar.

In the hybrid FT-ICR mass spectrometer, after ESI of the solution of the sample, ions are guided through a capillary and an ion funnel into a first hexapole, where they are collected and then pulse-extracted into a radio-frequencies (RF) quadrupole ion guide, where mass selection can be performed by resonant RF ejection of other present species. Selected ions are then collected in a second hexapole cell, where CID can be performed using a flow of high-purity Ar, at the pressure of about 10$^{-6}$ mbar, and applying a collisional voltage from 1 up to 40 V. The typical collection time for the current experiment in the hexapole collision cell varies from 500 ms to 1 s in these experiments. Ions are then pulse-extracted towards the ICR cell, where the mass spectrum is the Fourier transform of a time-domain transient averaged four times. Before entering the IRC cell, the ions are decelerated by two ring electrodes of which the one closest to the trapping electrodes is segmented into two half-electrodes, allowing for a more efficient trapping.
The L-Cysteine sulfate anion (CysSSO$_3^-$) is first optimized using three semi-empirical Hamiltonians: PM6-D [86], PM7 [85] and RM1 [82]. These semi-empirical methods were then used in the subsequent chemical dynamics simulations. Both internal energy and explicit collision activation are employed, which are explained in section 3.3.3 of chapter 3.

Four collision energies (in the experimental range) were chosen for the collision simulations, i.e. 1, 2, 3 and 5 eV. For all the simulations the initial distance between the anion and N$_2$ was set to 10 Å. The impact parameter $b$ was sampled between 0 and $b_{\text{max}} = 4.5$ Å. $b_{\text{max}}$ was chosen as done for the collision simulations on the di-proline anion (see section 4.3 of chapter 4) and on the TIK$_2$H$^+$ and TLK$_2$H$^+$ tripeptides ions (see section 5.3 of chapter 5).

The nuclear motion equations were then integrated using a sixth-order symplectic algorithm [108, 109], with an integration step size of 0.2 fs, which assures energy conservation. The trajectories with $E_{\text{rel}} = 1$ and 2 eV were stopped when the reactants reached a relative distance of 200 Å after the collision, while the trajectories at 3 and 5 eV were stopped at the distance of 250 Å. These conditions correspond to total simulation time up to 15 ps. We performed between 1500 and 2000 trajectories for each $E_{\text{rel}}$ and for each of the semi-empirical Hamiltonians.

When performing internal energy activation only the CysSSO$_3^-$ is explicitly considered. The sampling of initial conditions is the same as discussed in section 3.3.3 of chapter 3. Simulations were performed for two internal energies: 87 and 166.7 kcal/mol. It should be reminded that these energies are added to the electronic energy minimum and not to the zero potential vibrational energy (ZPE) level. Trajectories at 87 and 166.7 kcal/mol were simulated respectively for 30 and 14 ps, in consideration of the decreasing anion lifetime with the increasing of its internal energy. Between 1500 and 2000 trajectories were propagated for each internal energy and for each semi-empirical Hamiltonian.

Calculations were performed by using VENUS96 [98] coupled with MOPAC version 5.022mn software for the semi-empirical Hamiltonian calculations.

The geometries of the products found as result of chemical dynamics simulations were first optimized using the correspondent semi-empirical Hamiltonian and then optimized again at B3LYP/6–311++G** level of theory. Vibrational analysis were carried out to verify that the structure were minima. The energies were than corrected at CCSD(T)/aug-cc-pVDZ level of theory.

To determine the potential energy surface (PES), in terms of minima (intermediates) and
transition states (TS) connecting the reactants with the products, we used the reactive chemical dynamics simulations. In particular, trajectories were analysed using a modified version of the Transition State Search Chemical Dynamics Simulations [51, 52] (TSSCDS) method, recently developed by Martinez-Nuñez, or manually. When a pathway was identified (at semi-empirical Hamiltonian level) minima and TS were further optimized, as described previously for the simulations products. Note that the TSSCDS method was also able to find other local minima of the reactant, which were used as further initial structures in reactive dynamics to investigate the role of the initial conformation on final results.

B3LYP and CCSD(T) calculations were performed with the Gaussian09 [128] software.

6.4 Experimental results

We now summarize the experimental results performed in Rome and in Orsay. The CysSSO$_3^-$ anion ($m/z$ 200) was produced in the gas phase via electrospray ionization (ESI) (see section 2.1 of chapter 2). It was fragmented in three different experimental devices: (i) an ESQUIRE, which is a Paul trap; (ii) a hexapole (of a FT-ICR instrument) and (iii) a quadrupole collision cell (of a triple quadrupole).

As reported in a previous work [6], the fragmentation of $m/z$ 200 in the Paul-trap provides only one product, $m/z$ 136, which corresponds to CysSO$^-$. Also by changing the voltage of the trap, $m/z$ 136 was the only product obtained. The structure of this ion was characterized in detail in a previous work [6] and it is schematically shown in figure 6.1.

A different picture is obtained by performing CID in the other two instruments. CID

![Structure formula of the reactant m/z 200 (left) and product m/z 136 (right).](image)

Figure 6.1: Structure formula of the reactant $m/z$ 200 (left) and product $m/z$ 136 (right).

of CysSSO$_3^-$ performed in the hexapole of the hybrid FT-ICR mass spectrometer produces CysSO$^-$ starting from a collisional voltage of 6 V. The product at $m/z$ 136 is the main frag-
ment employing a collisional voltage up to 11 V. Two other products can be observed at \( m/z \) 113 and 120 respectively, moving at higher collision voltages. Results of hexapole fragmentation are shown in figure 6.2, which illustrates a plot with the relative abundance of the parent ion (at \( m/z \) 200) and daughter ions (at \( m/z \) 120 and 113) as a function of collision voltage. To calculate the ion relative abundances, the intensity of each fragment was calculated by the sum of all ions. In this way the relative abundances are normalized. These results show that in the hexapole other products can be obtained, in particular increasing the collision voltage, but that \( m/z \) 136 is still the most characterizing fragmentation product of L-cysteine sulfate anion.

While in the ion trap the ion get multiple collisions before fragmenting, in the hexapole the pressure (about \( 10^{-6} \) mbar) is much lower than in the Paul trap (estimated to be about \( 10^{-3} \) mbar). This can be at the origin of the different reactivity: in the ion trap the reaction can proceed via thermalization (due to multiple collisions) with the bath gas much more than in the hexapole.

Finally, a very different picture is obtained by using the quadrupole, as can be observed in figure 6.3, in which the appearance of two different products is shown as a function of col-

![Figure 6.2: Fragmentation products of \( m/z \) 200 in the hexapole of a FT-ICR instrument at different collision voltage values.](image)
collision energy, $E_{rel}$ ($E_{CM}$ in the figure, where it is expressed in the center of mass framework). Normalized relative abundances are shown also for this plot. Experiences have been recorded at different pressure values of $N_2$ collision gas (experiences have been recorded at different pressure values of $N_2$ collision gas to exclude the multicollisional events in the collisional cell. We can notice that at very low $E_{rel}$ values, the product at $m/z$ 136 is mainly obtained, but the product at $m/z$ 81 becomes dominant already for $E_{rel} = 2$ eV. This ion was never observed in the Paul trap or hexapole. Furthermore, we have other peaks, some in common with the hexapole, that are $m/z$ 120 and 113. Others are obtained only in the triple quadrupole, i.e. $m/z$ 81, already mentioned, but also $m/z$ 74 and 33 (this last being observed only at high energies). Results show that fragmentation obtained in a quadrupole collision cell are very different from what it is observed in both Paul trap and hexapole.

The origin of the differences observed should reside in the way the energy is transferred to the ion and, more generally, the way the ion is activated and behaves in the instrument. Globally, we should note that a quadrupole collision cell gives a richer fragmentation pattern than the other ones, suggesting that linear motion, close to single collision limit, may have an important role. We have thus used chemical dynamics, using both explicit collision and

Figure 6.3: Fragmentation products of $m/z$ 200 in the triple quadrupole as a function of the collision energy ($E_{CM}$).
internal energy activation and coupled with quantum chemistry calculations, to elucidate the reaction mechanisms and to understand what is at the origin of the observed behavior.

6.5 Chemical dynamics simulations

Chemical dynamics simulations were performed by using two ways of activating the ion initially: by explicit collision with $N_2$ and by distributing internal energy into the ion (so without considering the gas). In explicit collision simulations we set the collision energy, which is partially transferred to the internal modes of the ion due to the collision. The effect of transferring the energy in such a way is that the energy is generally localized in certain parts (normal mode(s)) of the ion after the collision. Consequently the energy can be distributed between the normal modes or cause fragmentation before any or a full internal vibrational relaxation (IVR). On the other hand, internal energy activation corresponds to an initial microcanonical distribution of a given amount of energy through the different vibrational modes of the molecular ion. This last corresponds to a statistical unimolecular dissociation limit of the initial structure given that the exit channel is sufficiently close to the reactant. In other words, the statistical conditions are set for the initial structure and if an isomerization occurs the isomer(s) eventually formed does not have time to re-randomize for a further statistical reaction.

Fragments $m/z$ 136, 120, 113, 81, 74 and 33 were all obtained using the simulations. Some differences are obtained as a function of the method, as it is possible to see in the tables A.7, A.8, A.9, A.10, A.11 and A.12 in Appendix A. In particular, RM1 tends to overestimate $m/z$ 120 product, which corresponds to the cysteine anion. PM6–D on the other hand, overestimates the product $m/z$ 113, while PM7 overestimates both $m/z$ 120 and 113. The structures of the fragments ions obtained from simulations and further optimized at B3LYP/6–311++G** level of theory are reported in figure 6.4.

Based on the products obtained from chemical dynamics sampling of the reactivity, it was possible to identify the different reactions and calculate the energetics. Results are reported in table 6.1.

We should notice that $m/z$ 113 and 136 have similar formation energy, but the most observed one in Paul trap ($m/z$ 136) is not the most stable thermodynamically. Furthermore, $m/z$ 81, which is the most abundant one at high collision energies in the triple quadrupole,
Figure 6.4: Structures of the fragment ions obtained as optimized at B3LYP/6−311++G** level of theory.

is higher in energy. Finally, we should note that some large differences between B3LYP and CCSD(T) results are found for some reactions (formation of m/z 113 in particular). Thus, in the following we will discuss potential energy surface results calculated from CCSD(T) electronic energies on B3LYP structures and vibrational frequencies.

Simulations provide not only the products but also the mechanisms connecting the precursor ion with the different products. Thus, we investigated the mechanisms in three different ways: (i) we directly watched the corresponding reactive trajectories; (ii) we used the reactive trajectories as phase space sampling from which minima and TSs, connecting the precursor with products, were localized, mainly thank to the TSSCDS approach; (iii) using some key intermediates obtained as new initial structures to understand better some regions of the phase space.
Table 6.1: Fragmentation reactions corresponding to the formation of the different product ions. Reaction energies \( \Delta E = E_{\text{products}} - E_{\text{reactant}} \) in kcal/mol are reported at B3LYP/6–311++G** and CCSD(T)/aug-cc-pVDZ levels of theory with ZPE correction (calculated in both cases at B3LYP level).

<table>
<thead>
<tr>
<th>Reaction</th>
<th>m/z product</th>
<th>B3LYP</th>
<th>CCSD(T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CysSSO(^{-}) ( \rightarrow ) C(_3)NO(_3)SH(_6) + SO(_2)</td>
<td>136</td>
<td>27.15</td>
<td>28.59</td>
</tr>
<tr>
<td>CysSSO(^{-}) ( \rightarrow ) L-Cys(^{-}) + SO(_3)</td>
<td>120</td>
<td>52.26</td>
<td>54.97</td>
</tr>
<tr>
<td>CysSSO(^{-}) ( \rightarrow ) HS(_2)O(_3) + C(_2)NH(_5) + CO(_2)</td>
<td>113</td>
<td>9.38</td>
<td>28.42</td>
</tr>
<tr>
<td>CysSSO(^{-}) ( \rightarrow ) HSO(_5) + C(_3)NO(_2)SH(_5)</td>
<td>81</td>
<td>40.39</td>
<td>41.66</td>
</tr>
<tr>
<td>CysSSO(^{-}) ( \rightarrow ) C(_2)NSH(_4) + SO(_3)H(_2) + CO(_2)</td>
<td>74</td>
<td>29.49</td>
<td>38.49</td>
</tr>
<tr>
<td>CysSSO(^{-}) ( \rightarrow ) HS(^{-}) + C(_2)NH(_5) + SO(_3) + CO(_2)</td>
<td>33</td>
<td>92.18</td>
<td>83.29</td>
</tr>
</tbody>
</table>

6.6 Fragmentation mechanisms

We investigated the mechanisms responsible of the formation of the different products. This aspect will be important to fully understand their appearance. In fact, two aspects should be addressed based on the experimental and simulation results: (i) why there are differences in product distribution as a function of the way the fragmentation is done experimentally? (While not large differences are obtained from different activation modes in simulations); (ii) why the most stable product (m/z 113) is not the most abundant and why a high energy product is the most observed one at high collision energies in the triple quadrupole instrument?

As remarked previously, we now use the simulations to find the mechanisms and to help in determining the reaction pathways and in particular the relevant transition states.

6.6.1 Formation of m/z 113

The ion with m/z 113 is largely observed in all simulations. The main mechanism responsible of this product is reported in figure 6.5. As shown, the fragmentation is initiated by a proton transfer from -COOH to -NH\(_2\) group, followed by a concerted step in which three fragments are formed: CO\(_2\), NH\(_2\)CHCH\(_2\) and the ion m/z 113. As it results from simulations, the ion m/z 113 has a deprotonated S group, but the other isomer, deprotonated on the O is 1.21 kcal/mol more stable (as obtained at CCSD(T)/aug-cc-pVDZ//B3LYP/6–311++G** level of
theory, see figure 6.6). The oxygen-deprotonated species is not observed in trajectories probably because the system has no time to isomerize. In fact, as we will detail from a PES analysis, the fragmentation mechanism is such that the sulfur-deprotonated species is obtained first. Using the reactive trajectories, in fact, it was possible, by employing the TSSCDS approach, to locate the minima and TSs connecting the reactant with the products. The resulting potential energy surface is reported in figure 6.6.

The analysis of the PES shows that the rate determining step is the loss of neutrals from the reactant tautomer where the -COO group is deprotonated (structure M_A1 in figure 6.6), while the barrier to obtain this tautomer from the initial one (M_0) is much smaller. Note also that the TSSCDS analysis on the simulations results have found different isomers of the initial structure, one of them being slightly more stable than the initial structure (M_0). We have thus run trajectories also with this new conformer as initial structure and results are comparable with the previous ones.

Figure 6.5: Mechanism responsible of the formation of ion m/z 113 as obtained in chemical dynamics simulations.
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Figure 6.6: Potential energy surface corresponding to the formation of $m/z$ 113. Results are shown at CCSD(T)/aug-cc-pVDZ//B3LYP/6−311++G** level of theory with ZPE correction. Relative energies only considering electronic energies are shown in parenthesis. Energies are in kcal/mol. Transition state structures are labelled in red, minimum structures in blue.

6.6.2 Formation of $m/z$ 136, 81 and 74

Ions $m/z$ 74, 81, 136 are also obtained in simulations. By inspecting the trajectories it turns out that these three fragments are connected, in particular $m/z$ 81 and 136, while for $m/z$ 74 there is a second reaction pathway which is more probable. The fragmentation mechanism obtained is schematized in figure 6.7. The reaction proceeds as follows: first there is a proton
transfer from -COOH to -SO$_3^-$ group. If a particular conformer of the anion is formed, it is then possible to observe a concerted mechanism consisting in a nucleophilic attack of the oxygen atom of the carboxylate group to the S atom of Cysteine with the simultaneous cleavage of the S-S bond. Thus, by a further simple separation of the two incipient fragments it is possible to form $m/z$ 81 and a neutral 5-member ring. Alternatively, the two fragments can remain trapped and roam around each other. The two fragments can now react again, since the neutral molecule can pick an -OH group from the HSO$_3^-$ group leaving neutral SO$_2$ and forming $m/z$ 136. Another possibility is instead that the HSO$_3^-$ group picks a proton from the neutral ring, forming the neutral H$_2$SO$_3$. The ring is now open and negatively charged: CO$_2$ leaves leading to fragment $m/z$ 74. The potential energy surface for the formation of $m/z$ 81 is shown in figure 6.8, together with the energies of $m/z$ 136 and 74 products. In fact, it is well known that roaming mechanisms do not proceed via tight transition state [54].

The formation of $m/z$ 136 is also illustrated in figure 6.9 using the snapshots of a representative trajectory and the time evolution of some representative distances.

While $m/z$ 74 can be formed via a roaming mechanism, the mechanism mostly observe in simulations is much simpler ad it is shown in figure 6.10. The fragmentation starts with a proton transfer from -COOH to -SO$_3^-$. Subsequently a second proton is transferred from the

![Figure 6.7: Mechanisms responsible of the formation of ions $m/z$ 81, 136 and 74.](image)
Figure 6.8: Potential energy surface corresponding to the formation of $m/z$ 81. Results at CCSD(T)/aug-cc-pVDZ electronic level of theory with B3LYP/6–311++G** ZPE correction are shown. Only electronic energy in parenthesis. Energies are in kcal/mol. Transition state structures are labelled in red, minimum structures in blue.

-CH$_2$- to the SO$_3$H$^-$ group, that forming H$_2$SO$_3$ leaves. The exit of the neutral loss CO$_2$ leads finally to the formation of $m/z$ 74. This second mechanism is similar to the other one but now the proton is taken from a linear species.
Figure 6.9: A PM6-D trajectory example for the formation of $m/z$ 136 via roaming mechanism. In the panel on the left we show some representative snapshots while in the right panel the time evolution of three interatomic distances which characterize the fragmentation highlighting the roaming time.

Figure 6.10: Mechanism for the formation of ion $m/z$ 74 mostly observed in chemical dynamics simulations.

### 6.6.3 Other fragmentation mechanisms

In figure 6.11 the fragmentation mechanisms, as obtained from simulations, leading to the fragment ions $m/z$ 120 and 33 are depicted.

The fragmentation mechanism leading to ion $m/z$ 120 consists in the simple cleavage of
the S-S bond, resulting in the formation of the anion itself and the neutral SO$_3$.

In the case of the formation of the ion $m/z$ 33 many different mechanisms are observed. In fact, it has been possible to form this fragment only at high collision energies (5 eV) or at high internal energies (166.7 kcal/mol), respectively in collision and thermal simulations. Note that in experiments it is observed only at high collision energies and only in the triple quadrupole.

![Diagram](image)

**Figure 6.11:** Fragmentation pathways for the formation of ions $m/z$ 120 (A) and of $m/z$ 33 (B).

### 6.7 Discussion

We can now rationalize what obtained in the experiments on the basis of the simulations and PES results, at CCSD(T)/aug-cc-pVDZ//B3LYP-6-311++G** level of theory. We start analysing the results of the two most different instruments here used: the Paul trap and the triple quadrupole. To do it we take in account the products that are most abundant in these two experiments ($m/z$ 81 and $m/z$ 136 in the quadrupole and in the Paul trap respectively) and the low energy product $m/z$ 113. We can summarize the results obtained for these ions in figure 6.12.

In the quadrupole, differently from a Paul trap, the reaction is not thermalized continuously from multiple collisions and the fragmentation may not be under statistical conditions.
Figure 6.12: Potential energy surface corresponding to the formation of $m/z$ 81, $m/z$ 136 and $m/z$ 113. Results at CCSD(T)/aug-cc-pVDZ electronic level of theory with B3LYP/6–311++G** ZPE correction are shown. Only electronic energy in parenthesis. Energies are in kcal/mol. Transition state structures are labelled in red, minimum structures in blue. In the black square there are the lowest energy minima conformers.

Furthermore, and especially increasing the collision energy, the energy can be localized in certain normal mode(s) of the ion, as we discussed before, and this may lead to a fast dissociation, i.e. without IVR. When the ion is brought to the gas phase all the minima (see structures in the black square in figure 6.12) can be populated (with different probabilities): the reaction can then follow the path on the left ($m/z$ 81 and $m/z$ 136), requiring as first step a proton transfer, or the path in the right ($m/z$ 113), requiring the cleavage of two bonds. The reaction will proceed with more probability toward the formation of $m/z$ 81 and $m/z$ 136 because the energy of TS_B2 is lower than of TS_A2 (see figure 6.12). Moreover a fast process will favor a dynamically easy process, such as the proton transfer leading to M_B2. Moreover, a two-bond cleavage will require a more complex localization of the energy (in two bonds indeed) and it
is less probable. From the minimum M_B2 it would still possible for the reaction to come back in the square region of the lower energy minima, but there is not equilibrium due to the absence of thermalization. From M_B2 the reaction will end with the formation of m/z 81 and not m/z 136 because of the following: especially at higher energy collisions the two incipient fragments (m/z and the neutral) will go far away using the internal S-S vibrational energy conversion to translational energy of the two new fragments forming m/z 81. Furthermore, m/z 81 is formed by M_B2 through a dissociative transition state (TS). This kind of TS has not saddle point and it is called *loose* TS, while a *tight* TS is characterized by a saddle point on a potential energy surface. An important consequence of the fact that m/z 81 is formed through a loose transition state (while m/z 136 and 113 are not) is that respective free energy barrier (due to the entropic contribution) is energy dependent and, in particular, it will decrease as the internal energy (so also the collision energy) is increased. Subsequently, at higher energies we can expect that the formation of m/z 81 will be strongly favoured.

On the other hand, if the energy is not enough (low energy range) the incipient fragments formed by M_B2 can interact, roam around and rearrange forming m/z 136.

The activation mode of an hexapole can be compared to the Paul trap one. However, it was used at lower pressure and this can be at the origin of a difference in the fragmentation due to a minor thermalization capacity. The effect is that more products can be formed (with energy barriers not too high). However, the energy of one collision is never high as much as in the quadrupolar collision cell and even increasing the voltage it is not possible to strongly localize the energy in a specific normal mode of the ion. As a consequence m/z 81 is never formed confirming its role as the dynamical product of the L-Cysteine sulfate fragmentation.

### 6.8 Conclusions

We can summarize the results obtained as follows:

1. In the Paul trap only one product is obtained, that is m/z 136.

2. In the quadrupole, at the lowes energies m/z 136 is the only product obtained, while at higher collision energies many other fragments appear, m/z 81 being the most abundant one.

3. In the hexapole, at low voltage only m/z 136 is obtained, and other fragments, m/z 120
and 113 appear.

4. From simulations we obtained all the experimental products, for which we could propose the correspondent structures and energies.

5. We could characterize in detail, with a relatively accurate level of theory, fragmentation mechanisms for the formation of the most abundant products in the experiments ($m/z$ 81 and $m/z$ 136) and the low energy product ($m/z$ 113).

6. We rationalized two instruments different behaviour in terms of statistical/kinetic control (Paul trap) and non-statistical/dynamical control (triple quadrupole).

7. The activation mode in the hexapole (of the FT-ICR instrument) is intermediate between the Paul trap and quadrupole: not only $m/z$ 136 is formed, but the collisions are too low in energy to give $m/z$ 81.

8. The PM6-D semi-empirical Hamiltonian recovered better than the other methods the most abundant fragments in the experiments (see tables A.7, A.8, A.9, A.10, A.11 and A.12 in Appendix A) but it overestimates $m/z$ 113. Product $m/z$ 120 was obtained only using PM7 and RM1.

9. Collisional activation results (from PM6-D) are qualitatively in agreement (almost all the products are obtained but with different abundance) with triple quadrupole experiments.

10. Results underlined that internal energy activation simulations cannot be compared with Paul trap experiments for the fragmentation of CysSSO$_2^-$: in the experiments there is a continuous thermalization while in the simulations only the reactant is thermalized and not the following intermediates.

11. We performed additional simulations starting from minimum $M_{B2}$ of figure 6.12 (see A.13 in Appendix A): PM6-D simulations still form preferentially $m/z$ 113, while DFT simulations formed $m/z$ 136 and $m/z$ 81. This shows that the disagreement between experiments and simulations can be largely attributed to the semi-empirical Hamiltonians.
Chapter 7

General conclusions

In last years, the role of chemical dynamics simulations in the understanding of CID of different biological systems has been investigated. In particular, it was shown how simulations can help in the identification and clarification of peaks in experimental mass spectra of relatively simple systems, like organic molecules or simple peptides \[22, 79, 27, 25, 91\], i.e. how they can be used as an alternative to a standard comparison with mass spectra data-bases \[41, 115\]. In the present thesis we have then investigated the possibility of studying collision-induced dissociation (CID) of more complex amino acids and peptides by means of chemical dynamics simulations.

It was first necessary to underline the coupling of collisional and thermal activation in simulations: the first are limited in the time-scale and recover the more dynamical processes, while the second can be used to study more statistical and longer time-scale processes. A first comparison between results coming out from collision and thermal simulations was done studying the fragmentation of the di-proline ion: few differences were found in terms of products. However, some of them can be formed through different mechanisms depending on the activation mode.

We thus reported a first detailed study on the fragmentation of relatively large systems (59 atoms), two tripeptide ions, TIK(H⁺)₂ and TLK(H⁺)₂. This study has been very useful in order to develop and test a software that can be used to analyse faster and more easily the simulation results. We first performed thermal simulations on TIK(H⁺)₂ ion in order to find the statistical pathways, rate constants and activation energies for the most probable ones. In particular, the statistical fragmentation threshold was found to be 14.7 kcal/mol, which value
corresponds to the energy barrier of the most probable pathway obtained using thermal simulations. We further performed collisional simulations on both the TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\) ions, which showed product distributions similar to the ones obtained with thermal simulations when high temperatures (i.e. high internal energies) were considered. As expected, some peaks and mechanisms are different between the two activation modes. We analysed in more details the TIK(H\(^+\))\(_2\) and TLK(H\(^+\))\(_2\) side-chain fragmentations and we found that a peak would be characteristic of I, so it could be used to distinguish I from L in a mass spectrum. However, this peak was found to be really low in intensity so that, in order to be detected, the signal/noise should be drastically reduced in the experiments. We also investigated the limit case of non-statistical fragmentation, shattering, by performing lower energy collisional simulations for N\(_2\) + TIK(H\(^+\))\(_2\). We identified the energy of 55 kcal/mol as the minimum transferred energy value for which shattering occurs. This threshold of 55 kcal/mol is substantially higher than the lowest activation energy of 14.7 kcal/mol, found from simulations for the thermal dissociation of TIK(H\(^+\))\(_2\). This study showed that in future, possibly coupling chemical dynamics with experiments, collisional simulations can be used to recover information about the side-chain fragmentation, while thermal simulations about backbone fragments and, in general, more statistical products. Moreover, information extrapolated by performing simulations, like the shattering or statistical fragmentation energy thresholds, may be used in order to simplify mass spectra by guiding the experimental conditions.

Finally, we presented a combined experimental and theoretical study on the CID dissociation of L-Cysteine-sulfate anion. Three different instruments were used and results showed to be dependent by their intrinsic characteristics. By performing chemical dynamics simulations, coupled with a guided PES study (the trajectories were used to obtain guess structures), we were able to find mechanisms, structures for many of the products and to understand the different instruments behaviour. The unique product obtained with the Paul trap instrument is fragment m/z 136. We expected to find this fragment with more facility using thermal activation than collisional, but we obtained similar results. We understood that thermal simulations cannot simulate efficiently a complex multi-step reaction involving a continuous energy redistribution because in the simulations only the reactant is thermalized and not the following intermediates. In the case of the L-Cysteine sulfate the semi-empirical Hamiltonians that were used (PM6-D, PM7 and RM1) showed to be really useful for an initial sampling. Despite we could not explain the fragmentation only by means of simulations, mechanisms for two of the most important products (m/z 136 and 81) could not been obtained only by using a static approach. In particular, we were able to detect a roaming mechanism for the fragmentation of
the L-Cysteine sulfate anion, mechanism that was confirmed from DFT thermal simulations that we have recently performed. Roaming mechanism has been recently detected in different experiments through the coupling with simulations [53], but it is has not found yet a roaming transition state [54], confirming the important role of chemical dynamics in the understanding of chemical reactions.

In future studies, by implementing the quantum thermal bath [129], path integral [130] or a combination of the two [131], will be likely possible to solve the problem of the incomplete thermalization of simulations and simultaneously the classical zero point energy (ZPE) missing in the products (it is possible to obtain products with less than the ZPE energy due to the classical treatment of the nuclear motion).

Concluding, when studying CID of large peptides, it was underlined the necessity of developing an efficient and automatic way to calculate the final charges on the fragments products obtained from simulations. This would represent the final step to produce, fully automatically, theoretical mass spectra for peptides, once the simulations have been performed. More computational resources and a complete automatic analysis of the trajectory can surely open the possibility of computing theoretical protein mass spectra. In this context, it is already been possible an user-friendly application of the analysis code. In fact, Dr. A. Carrà, a visiting experimentalist post-doctoral researcher (from the University of Minneaopolis (USA)) was able in two months to carry out mass distribution spectra which were compared with experimental results giving an excellent agreement. After this short period this study was also presented at the Americal Society of Mass Spectrometry conference in San Diego (USA, June 2018).
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Table A.1: Probabilities of TIK(H⁺)₂ dissociation pathways for CID at $E_{rel} = 10.8$ eV

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Dissociation site</th>
<th>Probability$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Backbone</td>
<td>14.0 ± 4.6 (0.0)</td>
</tr>
<tr>
<td>2</td>
<td>Backbone</td>
<td>10.5 ± 4.1 (0.0)</td>
</tr>
<tr>
<td>3</td>
<td>Backbone</td>
<td>1.8 ± 1.8 (0.0)</td>
</tr>
<tr>
<td>4</td>
<td>Backbone</td>
<td>14.0 ± 4.6 (50.0 ± 17.7)</td>
</tr>
<tr>
<td>5</td>
<td>Side chain</td>
<td>15.8 ± 4.8 (44.4 ± 16.6)</td>
</tr>
<tr>
<td>6</td>
<td>Backbone</td>
<td>15.8 ± 4.8 (44.4 ± 16.6)</td>
</tr>
<tr>
<td>7</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Side chain</td>
<td>1.8 ± 1.8 (100.0)</td>
</tr>
<tr>
<td>9</td>
<td>Side chain</td>
<td>1.8 ± 1.8 (100.0)</td>
</tr>
<tr>
<td>10</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>12-14</td>
<td>Side chain</td>
<td>1.8 ± 1.8 (0.0)</td>
</tr>
<tr>
<td>15</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>Side chain</td>
<td>1.8 ± 1.8 (0.0)</td>
</tr>
<tr>
<td>19</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>H⁺</td>
<td>5.2 ± 2.9 (100.0)</td>
</tr>
<tr>
<td>22</td>
<td>N₂H⁺</td>
<td>12.3 ± 4.3 (100.0)</td>
</tr>
<tr>
<td>23</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>24</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>Other$^b$</td>
<td></td>
<td>8.7 ± 3.7 (60.0 ± 21.9)</td>
</tr>
</tbody>
</table>

$^a$Probability of this pathway with respect to the dissociating trajectories. The number in parenthesis is the probability that the trajectories for this pathway are shattering fragmentation.

$^b$Probability of other fragmentation pathways with respect to the dissociating trajectories.
Table A.2: Probabilities of TLK(H$^+$)$_2$ dissociation pathways for CID at $E_{rel} = 10.8$ eV

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Dissociation site</th>
<th>Probability$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1’</td>
<td>Backbone</td>
<td>30.2 ± 6.3 (6.2 ± 6.0)</td>
</tr>
<tr>
<td>2’</td>
<td>Backbone</td>
<td>11.3 ± 4.3 (0.0)</td>
</tr>
<tr>
<td>3’</td>
<td>Backbone</td>
<td>5.7 ± 3.2 (3.3 ± 10.3)</td>
</tr>
<tr>
<td>4’</td>
<td>Backbone</td>
<td>3.8 ± 2.6 (50.0 ± 35.2)</td>
</tr>
<tr>
<td>5’</td>
<td>Side chain</td>
<td>15.1 ± 4.9 (62.5 ± 17.11)</td>
</tr>
<tr>
<td>6’</td>
<td>Backbone</td>
<td>9.4 ± 4.0 (80.0 ± 17.9)</td>
</tr>
<tr>
<td>7’</td>
<td>Side chain</td>
<td>1.9 ± 1.9 (100.0)</td>
</tr>
<tr>
<td>8’</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>9’</td>
<td>Side chain</td>
<td>1.9 ± 1.9 (100.0)</td>
</tr>
<tr>
<td>10’</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>11’</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>12-14’</td>
<td>Side chain</td>
<td>1.9 ± 1.9 (100.0)</td>
</tr>
<tr>
<td>15’</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>16’</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>17’</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>18’</td>
<td>Side chain</td>
<td>3.8 ± 2.6 (100.0)</td>
</tr>
<tr>
<td>19’</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>20’</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>21’</td>
<td>H$^+$</td>
<td>7.5 ± 3.6 (100.0)</td>
</tr>
<tr>
<td>22’</td>
<td>N$_2$H$^+$</td>
<td>5.7 ± 3.2 (100.0)</td>
</tr>
<tr>
<td>23’</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>24’</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>Other$^b$</td>
<td></td>
<td>1.9 ± 1.9 (0.0)</td>
</tr>
</tbody>
</table>

$^a$Probability of this pathway with respect to the dissociating trajectories. The number in parenthesis is the probability that the trajectories for this pathway are shattering fragmentation.

$^b$Probability of other fragmentation pathways with respect to the dissociating trajectories.
Table A.3: Probabilities of TIK(H$^+$)$_2$ dissociation pathways for CID at $E_{rel} = 13 \text{ eV}$

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Dissociation site</th>
<th>Probability$^a$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Backbone</td>
<td>16.4 ± 2.4 (2.6 ± 2.5)</td>
</tr>
<tr>
<td>2</td>
<td>Backbone</td>
<td>7.6 ± 1.7 (0.0)</td>
</tr>
<tr>
<td>3</td>
<td>Backbone</td>
<td>3.8 ± 1.2 (88.9 ± 10.5)</td>
</tr>
<tr>
<td>4</td>
<td>Backbone</td>
<td>5.9 ± 1.5 (100.0)</td>
</tr>
<tr>
<td>5</td>
<td>Side chain</td>
<td>10.1 ± 1.9 (91.7 ± 5.6)</td>
</tr>
<tr>
<td>6</td>
<td>Backbone</td>
<td>2.1 ± 0.9 (100.0)</td>
</tr>
<tr>
<td>7</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Side chain</td>
<td>2.9 ± 1.1 (85.7 ± 13.2)</td>
</tr>
<tr>
<td>9</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>10</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Side chain</td>
<td>0.4 ± 0.4 (100.0)</td>
</tr>
<tr>
<td>12-14</td>
<td>Side chain</td>
<td>5.0 ± 1.4 (100.0)</td>
</tr>
<tr>
<td>15</td>
<td>Side chain</td>
<td>2.1 ± 0.9 (100.0)</td>
</tr>
<tr>
<td>16</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>18</td>
<td>Side chain</td>
<td>1.8 ± 1.8 (0.0)</td>
</tr>
<tr>
<td>19</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>H$^+$</td>
<td>6.3 ± 1.6 (100.0)</td>
</tr>
<tr>
<td>22</td>
<td>N$_2$H$^+$</td>
<td>10.0 ± 1.9 (100.0)</td>
</tr>
<tr>
<td>23</td>
<td>Side chain</td>
<td>2.1 ± 0.9 (100.0)</td>
</tr>
<tr>
<td>24</td>
<td>Side chain</td>
<td>3.8 ± 1.2 (44.4 ± 16.5)</td>
</tr>
<tr>
<td>Other$^b$</td>
<td>Side chain</td>
<td>16.0 ± 2.4 (10.0 ± 4.9)</td>
</tr>
</tbody>
</table>

$^a$Probability of this pathway with respect to the dissociating trajectories. The number in parenthesis is the probability that the trajectories for this pathway are shattering fragmentation.

$^b$Probability of other fragmentation pathways with respect to the dissociating trajectories.
Table A.4: Probabilities of TLK(H\textsuperscript{+})\textsubscript{2} dissociation pathways for CID at $E_{rel} = 13$ eV

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Dissociation site</th>
<th>Probability\textsuperscript{a}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1\textsuperscript{'}</td>
<td>Backbone</td>
<td>15.9 ± 2.3 (5.0 ± 3.4)</td>
</tr>
<tr>
<td>2\textsuperscript{'}</td>
<td>Backbone</td>
<td>5.9 ± 1.48 (0.0)</td>
</tr>
<tr>
<td>3\textsuperscript{'}</td>
<td>Backbone</td>
<td>6.3 ± 1.5 (56.2 ± 12.4)</td>
</tr>
<tr>
<td>4\textsuperscript{'}</td>
<td>Backbone</td>
<td>6.7 ± 1.6 (41.2 ± 12.09)</td>
</tr>
<tr>
<td>5</td>
<td>Side chain</td>
<td>9.5 ± 1.8 (100.0)</td>
</tr>
<tr>
<td>6\textsuperscript{'}</td>
<td>Backbone</td>
<td>4.8 ± 1.3 (75.0 ± 12.4)</td>
</tr>
<tr>
<td>7</td>
<td>Side chain</td>
<td>2.4 ± 1 (66.7 ± 19.2)</td>
</tr>
<tr>
<td>8</td>
<td>Side chain</td>
<td>0.4 ± 0.4 (100.0)</td>
</tr>
<tr>
<td>9</td>
<td>Side chain</td>
<td>2.0 ± 0.9 (60.0 ± 21.8)</td>
</tr>
<tr>
<td>10\textsuperscript{'}</td>
<td>Side chain</td>
<td>0.4 ± 0.4 (100.0)</td>
</tr>
<tr>
<td>11\textsuperscript{'}</td>
<td>Side chain</td>
<td>0.4 ± 0.4 (100.0)</td>
</tr>
<tr>
<td>12 − 14\textsuperscript{'}</td>
<td>Side chain</td>
<td>7.9 ± 1.7 (80.0 ± 9.0)</td>
</tr>
<tr>
<td>15\textsuperscript{'}</td>
<td>Side chain</td>
<td>1.2 ± 0.7 (66.7 ± 27.1)</td>
</tr>
<tr>
<td>16\textsuperscript{'}</td>
<td>Backbone</td>
<td>0.4 ± 0.4 (0.0)</td>
</tr>
<tr>
<td>17\textsuperscript{'}</td>
<td>Backbone</td>
<td>1.2 ± 0.7 (33.7 ± 27.1)</td>
</tr>
<tr>
<td>18\textsuperscript{'}</td>
<td>Side chain</td>
<td>3.1 ± 1.1 (50.0 ± 17.9)</td>
</tr>
<tr>
<td>19\textsuperscript{'}</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>20\textsuperscript{'}</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>21\textsuperscript{'}</td>
<td>H\textsuperscript{+}</td>
<td>14.3 ± 2.2 (100.0)</td>
</tr>
<tr>
<td>22\textsuperscript{'}</td>
<td>N\textsubscript{2}H\textsuperscript{+}</td>
<td>10.3 ± 1.9 (0.0)</td>
</tr>
<tr>
<td>23\textsuperscript{'}</td>
<td>Side chain</td>
<td>1.6 ± 0.8 (0.0)</td>
</tr>
<tr>
<td>24\textsuperscript{'}</td>
<td>Side chain</td>
<td>0.8 ± 0.6 (0.0)</td>
</tr>
<tr>
<td>Other\textsuperscript{b}</td>
<td></td>
<td>4.4 ± 1.3 (54.5 ± 14.9)</td>
</tr>
</tbody>
</table>

\textsuperscript{a}Probability of this pathway with respect to the dissociating trajectories. The number in parenthesis is the probability that the trajectories for this pathway are shattering fragmentation.

\textsuperscript{b}Probability of other fragmentation pathways with respect to the dissociating trajectories.
Table A.5: Probabilities of TIK(H\(^+\))\(_2\) dissociation pathways for CID at \(E_{rel} = 30\) eV

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Dissociation site</th>
<th>Probability(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Backbone</td>
<td>0.6 ± 0.6 (0.0)</td>
</tr>
<tr>
<td>2</td>
<td>Backbone</td>
<td>0.6 ± 0.6 (0.0)</td>
</tr>
<tr>
<td>3</td>
<td>Backbone</td>
<td>0.6 ± 0.6 (0.0)</td>
</tr>
<tr>
<td>4</td>
<td>Backbone</td>
<td>0.6 ± 0.6 (0.0)</td>
</tr>
<tr>
<td>5</td>
<td>Side chain</td>
<td>1.2 ± 0 − 8 (50.0 ± 35.3)</td>
</tr>
<tr>
<td>6</td>
<td>Backbone</td>
<td>1.2 ± 0 − 8 (50.0 ± 35.3)</td>
</tr>
<tr>
<td>7</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>8</td>
<td>Side chain</td>
<td>1.8 ± 1.8 (100.0)</td>
</tr>
<tr>
<td>9</td>
<td>Side chain</td>
<td>0.6 ± 0.6 (100.0)</td>
</tr>
<tr>
<td>10</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>11</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>12-14</td>
<td>Side chain</td>
<td>2.4 ± 1.2 (100.0)</td>
</tr>
<tr>
<td>15</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>16</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>17</td>
<td>Backbone</td>
<td>0.6 ± 0.6 (100.0)</td>
</tr>
<tr>
<td>18</td>
<td>Side chain</td>
<td>1.2 ± 0.8 (100.0)</td>
</tr>
<tr>
<td>19</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>20</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>21</td>
<td>H(^+)</td>
<td>8.2 ± 2.1 (100.0)</td>
</tr>
<tr>
<td>22</td>
<td>N(_2)H(^+)</td>
<td>10.0 ± 1.9 (100.0)</td>
</tr>
<tr>
<td>23</td>
<td>Side chain</td>
<td>0.6 ± 0.6 (100.0)</td>
</tr>
<tr>
<td>24</td>
<td>Side chain</td>
<td>0.6 ± 0.6 (0.0)</td>
</tr>
<tr>
<td>Other(^b)</td>
<td></td>
<td>26.0 ± 3.4 (84.4 ± 5.4)</td>
</tr>
</tbody>
</table>

\(^a\)Probability of this pathway with respect to the dissociating trajectories. The number in parenthesis is the probability that the trajectories for this pathway are shattering fragmentation.

\(^b\)Probability of other fragmentation pathways with respect to the dissociating trajectories.
Table A.6: Probabilities of TLK(H⁺)₂ dissociation pathways for CID at $E_{rel} = 26$ eV

<table>
<thead>
<tr>
<th>Pathway</th>
<th>Dissociation site</th>
<th>Probability(^a)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1'</td>
<td>Backbone</td>
<td>0.5 ±0.5 (0.0)</td>
</tr>
<tr>
<td>2'</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>3'</td>
<td>Backbone</td>
<td>1.1 ±0.8 (50.0 ± 34.6)</td>
</tr>
<tr>
<td>4'</td>
<td>Backbone</td>
<td>0.5 ±0.5 (0.0)</td>
</tr>
<tr>
<td>5'</td>
<td>Side chain</td>
<td>2.1 ±1.0 (100.0)</td>
</tr>
<tr>
<td>6'</td>
<td>Backbone</td>
<td>3.2 ±1.3 (66.7 ± 19.2)</td>
</tr>
<tr>
<td>7'</td>
<td>Side chain</td>
<td>1.1 ±0.8 (100.0)</td>
</tr>
<tr>
<td>8'</td>
<td>Side chain</td>
<td>1.6 ±0.9 (100.0)</td>
</tr>
<tr>
<td>9'</td>
<td>Side chain</td>
<td>0.5 ±0.5 (100.0)</td>
</tr>
<tr>
<td>10'</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>11'</td>
<td>Side chain</td>
<td>0.5 ±0.5 (100.0)</td>
</tr>
<tr>
<td>12 − 14'</td>
<td>Side chain</td>
<td>3.7 ±1.4 (100.0)</td>
</tr>
<tr>
<td>15'</td>
<td>Side chain</td>
<td>0.5 ±0.5 (100.0)</td>
</tr>
<tr>
<td>16'</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>17'</td>
<td>Backbone</td>
<td>2.1 ±1.0 (100.0)</td>
</tr>
<tr>
<td>18'</td>
<td>Side chain</td>
<td>0.5 ±0.5 (100.0)</td>
</tr>
<tr>
<td>19'</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>20'</td>
<td>Backbone</td>
<td>-</td>
</tr>
<tr>
<td>21'</td>
<td>H⁺</td>
<td>57.1 ± 3.6 (100.0)</td>
</tr>
<tr>
<td>22'</td>
<td>N₂H⁺</td>
<td>15.3 ± 2.6 (0.0)</td>
</tr>
<tr>
<td>23'</td>
<td>Side chain</td>
<td>1.1 ± 0.8 (0.0)</td>
</tr>
<tr>
<td>24'</td>
<td>Side chain</td>
<td>-</td>
</tr>
<tr>
<td>Other(^b)</td>
<td>Side chain</td>
<td>8.5 ± 2.0 (100.0)</td>
</tr>
</tbody>
</table>

\(^a\)Probability of this pathway with respect to the dissociating trajectories. The number in parenthesis is the probability that the trajectories for this pathway are shattering fragmentation.

\(^b\)Probability of other fragmentation pathways with respect to the dissociating trajectories.
Table A.7: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by thermal simulations at the internal energy of 87 kcal/mol using M_B1 as initial structure.

<table>
<thead>
<tr>
<th>Method</th>
<th>PM6-D</th>
<th>PM7</th>
<th>RM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>0.0</td>
<td>18.4 ± 4.1</td>
<td>100.0</td>
</tr>
<tr>
<td>113</td>
<td>88.8 ± 1.9</td>
<td>44.9 ± 5.3</td>
<td>0.0</td>
</tr>
<tr>
<td>81</td>
<td>0.3 ± 0.3</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>74</td>
<td>2.7 ± 0.9</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>72</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>React.</td>
<td>15.7 ± 0.8</td>
<td>3.1 ± 0.3</td>
<td>0.5 ± 1.9</td>
</tr>
</tbody>
</table>

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. *a* Percentage of total reactivity.

Table A.8: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by thermal simulations at the internal energy of 166.7 kcal/mol using M_B1 as initial structure.

<table>
<thead>
<tr>
<th>Method</th>
<th>PM6-D</th>
<th>PM7</th>
<th>RM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>0.2 ± 0.1</td>
<td>0.1 ± 0.08</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>0.0</td>
<td>46.8 ± 1.3</td>
<td>54.8 ± 3.1</td>
</tr>
<tr>
<td>113</td>
<td>83.4 ± 1.1</td>
<td>35.0 ± 1.3</td>
<td>16.0 ± 2.3</td>
</tr>
<tr>
<td>81</td>
<td>3.1 ± 0.5</td>
<td>0.6 ± 0.2</td>
<td>0.0</td>
</tr>
<tr>
<td>74</td>
<td>3.8 ± 0.6</td>
<td>0.4 ± 0.2</td>
<td>8.8 ± 1.8</td>
</tr>
<tr>
<td>72</td>
<td>0.5 ± 0.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>0.4 ± 0.2</td>
<td>7.3 ± 0.7</td>
<td>0.0</td>
</tr>
<tr>
<td>React.</td>
<td>94.0 ± 0.7</td>
<td>79.4 ± 1.0</td>
<td>13.9 ± 0.8</td>
</tr>
</tbody>
</table>

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. *a* Percentage of total reactivity.
Table A.9: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by collisional simulations at the collision energy of 1 eV in the center of mass framework using M_B1 as initial structure.

<table>
<thead>
<tr>
<th>m/z</th>
<th>PM6-D</th>
<th>PM7</th>
<th>RM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>0.0</td>
<td>39.5 ± 7.9</td>
<td>71.4 ± 9.9</td>
</tr>
<tr>
<td>113</td>
<td>66.2 ± 5.4</td>
<td>23.7 ± 6.9</td>
<td>0.0</td>
</tr>
<tr>
<td>81</td>
<td>18.2 ± 4.4</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>74</td>
<td>3.9 ± 2.2</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>72</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

| React.| 2.7 ± 0.3 | 2.0 ± 0.3 | 1.5 ± 0.3 |

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. \(^a\) Percentage of total reactivity.

Table A.10: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by collisional simulations at the collision energy of 2 eV in the center of mass framework using M_B1 as initial structure.

<table>
<thead>
<tr>
<th>m/z</th>
<th>PM6-D</th>
<th>PM7</th>
<th>RM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>1.6 ± 1.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>0.0</td>
<td>48.9 ± 7.4</td>
<td>64.9 ± 7.8</td>
</tr>
<tr>
<td>113</td>
<td>64.5 ± 6.1</td>
<td>20.0 ± 6.0</td>
<td>2.7 ± 2.7</td>
</tr>
<tr>
<td>81</td>
<td>17.7 ± 4.9</td>
<td>0.0</td>
<td>5.4 ± 3.7</td>
</tr>
<tr>
<td>74</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>72</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
</tbody>
</table>

| React.| 4.3 ± 0.5 | 2.4 ± 0.3 | 9.3 ± 0.8 |

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. \(^a\) Percentage of total reactivity.
Table A.11: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by collisional simulations at the collision energy of 3 eV in the center of mass framework using M_B1 as initial structure.

<table>
<thead>
<tr>
<th>m/z</th>
<th>PM6-D</th>
<th>PM7</th>
<th>RM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>2.6 ± 1.5</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>0.0</td>
<td>61.6 ± 4.3</td>
<td>61.4 ± 8.2</td>
</tr>
<tr>
<td>113</td>
<td>57.3 ± 4.6</td>
<td>22.8 ± 3.7</td>
<td>22.8 ± 7.1</td>
</tr>
<tr>
<td>81</td>
<td>15.7 ± 3.4</td>
<td>0.3 ± 0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>74</td>
<td>0.8 ± 0.8</td>
<td>0.3 ± 0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>72</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>React.</td>
<td>9.3 ± 0.8</td>
<td>5.5 ± 0.5</td>
<td>2.7 ± 0.4</td>
</tr>
</tbody>
</table>

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. \(^a\) Percentage of total reactivity.

Table A.12: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by collisional simulations at the collision energy of 5 eV in the center of mass framework using M_B1 as initial structure.

<table>
<thead>
<tr>
<th>m/z</th>
<th>PM6-D</th>
<th>PM7</th>
<th>RM1</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>2.9 ± 1.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>1.8 ± 0.8</td>
<td>74.7 ± 2.2</td>
<td>86.8 ± 3.3</td>
</tr>
<tr>
<td>113</td>
<td>51.3 ± 3.0</td>
<td>14.0 ± 1.8</td>
<td>0.0</td>
</tr>
<tr>
<td>81</td>
<td>0.7 ± 0.5</td>
<td>0.3 ± 0.3</td>
<td>0.0</td>
</tr>
<tr>
<td>74</td>
<td>0.8 ± 0.8</td>
<td>0.3 ± 0.5</td>
<td>0.0</td>
</tr>
<tr>
<td>72</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>33</td>
<td>1.8 ± 0.8</td>
<td>3.8 ± 1.0</td>
<td>0.0</td>
</tr>
<tr>
<td>React.</td>
<td>16.8 ± 0.9</td>
<td>18.2 ± 0.8</td>
<td>6.1 ± 0.6</td>
</tr>
</tbody>
</table>

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. \(^a\) Percentage of total reactivity.
Table A.13: Probability of forming the different products for the fragmentation of the L-Cysteine sulfate anion as obtained by PM6-D thermal simulations at the internal energy of 87 kcal/mol using M_B2 as initial structure.

<table>
<thead>
<tr>
<th>Mass</th>
<th>Percentage of Total Reactivity</th>
</tr>
</thead>
<tbody>
<tr>
<td>136</td>
<td>0.0</td>
</tr>
<tr>
<td>120</td>
<td>0.0</td>
</tr>
<tr>
<td>113</td>
<td>$39.3 \pm 3.1$</td>
</tr>
<tr>
<td>81</td>
<td>$6.9 \pm 1.6$</td>
</tr>
<tr>
<td>74</td>
<td>$6.5 \pm 1.6$</td>
</tr>
<tr>
<td>72</td>
<td>$0.4 \pm 0.4$</td>
</tr>
<tr>
<td>33</td>
<td>$0.4 \pm 0.4$</td>
</tr>
</tbody>
</table>

Results are reported as a function of the internal energy and the semi-empirical method. The products are identified by their masses. $^a$ Percentage of total reactivity.
Appendix B

Analysis code

In figure B.1 it is represented schematically the code that we recently developed to automatically analyse the simulation results. The blue and green rectangles represent different subroutines, while white rectangles inputs and output files. Magenta ellipses represent non-automated procedures.

The analysis code is based on graph theory: the different ion structures are identified by different matrices (adjacency matrices, see next section) that can thus be compared.

1. For collisional simulations, it is possible to study first the energy transfer distribution for all the trajectories.

2. Another possibility, in order to obtain a different distribution for non-reactive and reactive trajectories is to use first the trajectory classification code, which, by comparing the matrices, differentiate between non-reactive, isomerization and reactive trajectories (in order to study energetic properties non-reactive and isomerization trajectories are generally analysed together).

3. Using the partition energy code, is then possible to calculate separately the rotational, vibrational and translational energetic contribution (using the rigid body approximation) for non-reactive trajectories.

4. Isomers can be classified obtaining isomeric distribution. Note that this procedure is not fully automatized. In the case, for example, of SO$_3$H, we will obtain three different isomers, i.e. one for each O-H bond possible. In order to improve this analysis graph isomorphism [132] should be implemented in future.

5. For collisional trajectories, it is possible to use the fragmentation-time routine in order to calculate the collision time, the fragmentation-time and thus to differentiate between
shattering and non-shattering trajectories. For both collisional and thermal trajectories the fragmentation time code can also be used to obtain a fragmentation time distribution.

6. Once the reactive trajectories are identified, it is possible to identify the fragments along time and obtain the fragmentation mechanism. However, this procedure has not still been automated. On the other hand, the fragments are identified at the end of the trajectories and it is possible to determine the trajectories final pathways. The mass of each fragment is also calculated in this step.

7. The fragments formed in all the trajectories can be counted (fragments are identified by their masses) and it is possible to obtain the mass distribution.

8. If the charge is calculated for each fragment it is then possible to obtain the theoretical mass spectrum, i.e. the $m/z$ distribution. This last passage is not trivial. It is necessary to find and test a cheap (computationally) electronic density localization method. Moreover, the same fragment, depending on the specific path, the activation method (thermal or CID) or the kind of fragmentation (statistical or non-statistical) can have a different electronic density. The consequence is that the calculation must be performed on each fragment. Another problem is represented by "close" fragments, i.e. fragments that at the end of the trajectory are not far enough from each other, which makes more difficult the electronic density localization.
Figure B.1: Analysis code scheme
Adjacency matrix and trajectories classification

The analysis code is based on the comparison of the trajectories adjacency matrices. If the distance between two atoms A and B is less than the A-B bond criterion value (chosen from the sum of covalent radii augmented by a factor in order to consent bond elongation), it will be assigned the value of 1 to the AB and BA elements of the matrix, otherwise it will be assigned 0. The adjacency matrix can thus be built as it follows:

```
Allocate( A(1:nat,1:nat) ) !(A= adjacency matrix, !nat=ion number of atoms)

!Adjency matrix initialization
Do i=1,nat
    Do j=1,nat
        A(i,j) = 0
    End do
End do

Do i=1,nat
    Do j=1,nat
        dx=(x(i)-x(j))^2
        dy=(y(i)-y(j))^2
        dz=(z(i)-z(j))^2
        dist=sqrt(dx+dy+dz)
        crit=(r_at(i)+r_at(j))*1.264
        if(i.ne.j.AND.dist.le.crit) then
            A(i,j)=1
        end if
    End do
End do
```

The ion adjacency matrix is compared with the same matrix of the final "nsteps_check" steps of the trajectory. If at the end of the trajectory the two matrices are the same the trajectory is classified as non-reactive. In the case in which the two matrices are different but (using the subroutine 'frag_assignment') only one fragment is detected the trajectory is classified as 'isomer'. If more than two fragments are found a second criterion is used: the
ion must remain broken for a minimum number of steps ('nsteps_check'). An extract of the procedure is the following:

```fortran
!**** isomer or non-reactive trajectory**
if (ANY (A_0 .ne. A_f)) then
  call frag_assignement(N_ion, A_f, FRAG_f, nbfrag_f)

!**** isomer trajectory********************
  if (( nbfrag_f==1 ) .OR. ((bond_broken.eqv..true.)&
  & .AND. (cc.lt.nsteps_check))) then
    fp = 21
    open(unit=fp, action='write', position='append', &
  & file='isomers.dat')

  ...

!**** reactive trajectory******************
  elseif ((bond_broken.eqv..true.) .AND. (cc==nsteps_check))&
  & then
    fp = 22
    open(unit=fp, action='write', position='append', &
  & file='react.dat')

  ...
end if
End if
```

In the end, we obtained lists with non-reactive trajectories, isomers and reactive trajectories, where the last one contains also the formula and mass of each fragment.
Fragmentation time: shattering *vs* non-shattering

This code can be used directly only on the reactive trajectories (of collisional simulations), which have been classified using the previous code (see previous section). In order to know if the trajectory is shattering or not, we have first to calculate the collision time:

```fortran
Read(2,*) nat
Do while ((IO==0) .AND. (collision.eqv..false.))
   If (j.ge.1) then
      Read(2,*)
   end if
   Read (2,*) ! step
   Do i=1, nat
      Read(2,*) atom, x(i), y(i), z(i)
   End do
   j=j+1 ! I am counting the steps
   if (j.ge.2) then
      Dist_proj_ion_check=Dist_proj_ion
   end if

   Call Calc_Dist_proj_ion(N_proj, nat, x,y,z, &
      & Dist_proj_ion)
   If (j .ge. 2) then

      if (Dist_proj_ion .gt. Dist_proj_ion_check) then
         collision=.true.
         coll_step=j-1
      end if
   end if
End do
```

More complicate is the calculation of the fragmentation time: we have to use the "frag_assignement" subroutine to understand if the ion has fragmented. The trajectory must be analysed until the ion remains broken for at least "nsteps_check" steps. Afterword, we can discriminate between shattering and non-shattering trajectories:
d_step = check_step - coll_step  ! check_step is the fragmentation time
    if (d_step.le.threshold_shatt) then
        shatt = .true.
    else
        shatt = .false.
    end if
Appendix C

Shattering in the L-Cysteine-sulfate fragmentation

We analysed shattering for the collision simulations reported in chapter 6 about the fragmentation of L-Cysteine-sulfate anion at the collision energies of 23 and 46 eV. Results are summarized in table C.1.

<table>
<thead>
<tr>
<th>Method</th>
<th>$E_{\text{rel}} = 23 \text{ eV}$</th>
<th>$E_{\text{rel}} = 46 \text{ eV}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM6-D</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>RM1-D</td>
<td>0.0</td>
<td>18.9</td>
</tr>
<tr>
<td>PM7</td>
<td>2.6</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Calculation of RRKM rate constants for proteins

In order to calculate the RRKM rate constant for proteins (a tripeptide for the moment) I implemented two Whitten-Rabinovitch (WR) [68] modified algorithms [70, 71] in the code to calculate rate constants developed by W. L. Hase. Here it is shown an extract of the code to calculate JSUM (the sum of the states) using WR or the two modified versions (the code is in fortran77):

```plaintext
! Option for semi-classical technique
! JSUM_OP_WR=0 STANDART SEMICLASSICAL TECHNIQUE(W-R METHOD)
! JSUM_OP_WR=-1 W-R METHOD MODIFIED BY JULIA LASKIN
```
If(JDEN .EQ. 0). OR .(JSUM .EQ. 0)) THEN
  If((JDEN_OP_W -R.EQ. -2). OR .(JSUM_OP_W -R.EQ. -2)) THEN
    READ(5,*) N_AA
    if(N_AA .GT. N_AA_MAX) THEN
      Stop
    End if
    Read(5,57)( M_AA(I),I=1,N_AA)
    !M_AA are the peptide amino acids
    Call AA_C(N_AA_MAX, N_AA, M_AA, C0, C1, C2, C3)
  End if
End if

If(JSUM_OP_W -R.EQ. 0) THEN
  WW = 1.0/(5.0*EPM+2.73*EPM**0.5+3.51)
Else if(JSUM_OP_W -R.EQ.-1) THEN
  WW = 1.0/(1.783*EPM**1.4135+6.192*EPM**0.6209+3.265)
Else if(JSUM_OP_W -R.EQ.-2) THEN
  WW = 1.0/(C3*EPM**1.5+C2*EPM+C1*EPM**0.5+C0)
End if
Continue

! Subroutine to calculate the W-R parameters as done
! by M. Sun et all.
SUBROUTINE AA_C(N_AA_MAX, N-AA, M-AA, C0, C1, C2, C3)
! This subroutine associates to each amino acid
! M-AA of a peptide four parameters C0, C1, C2, C3
! and calculate the main values C0, C1, C2, C3
!
IMPLICIT DOUBLE PRECISION(A-H,O-Z)
CHARACTER*1 M_AA(N_AA_MAX), M_AAP(20)
DIMENSION C0_P(20), C1_P(20), C2_P(20), C3_P(20)
In order to test the two algorithms and the implementation in the code we performed a preliminary study to calculate the RRKM rate constant for pathway 2 of TIK(H⁺)₂, which results are shown in figure C.1 and C.2.
Figure C.1: Rate constant *versus* the internal energy as obtained using the Beyer-Swinehart direct count, the original WR algorithm and the two WR improved algorithm modified by Sun et al. [70] and by Laskin [71].
Figure C.2: Zoom at low energies of the rate constant versus the internal energy as obtained using the Beyer-Swinehart direct count, the WR algorithm and the two WR improved algorithm modified by Sun et al. [70] and by Laskin [71].
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Titre : Modélisation théorique de la dissociation induite par collision en phase gazeuse de biomolécules
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Résumé : Dans la présente thèse, nous rapportons l'étude de la dissociation induite par collision (CID) de biomolécules. La CID est une technique de spectrométrie de masse (MS) bien connue, dont le but est la dissociation d'ions par l'impact avec un gaz inerte. L'énergie de translation collisionnelle est convertie en énergie interne de l'ion qui peut ainsi se dissocier. La CID est donc une technique largement utilisée en MS qui permet d'identifier, ou de quantifier, une ou plusieurs espèces par la détection des fragments générés. La réactivité et la cinétique des réactions chimiques sont généralement étudiées théoriquement par la recherche des points stationnaires sur la coordonnée de réaction. Il est ainsi possible d'identifier le chemin d'énergie minimum de réaction ou la surface d'énergie potentielle (PES). Une autre possibilité est d'effectuer des simulations de dynamique chimique, qui permettent d'explorer la réactivité d'une espèce sans connaître les produits, ce qui est un point crucial pour des molécules plus grosses. En plus, pour interpréter la MS il est important d'avoir une compréhension fondamentale de la dynamique de la fragmentation de l’ion, et des informations importantes peuvent être récupérées avec des simulations. Dans le présent travail, nous avons étudié et développé des modèles physiques pour étudier des biomolécules complexes et flexibles, comme les acides aminés et les peptides. Une fois que l'ion est excité par une seule collision, le transfert d'énergie peut être suivi d'une redistribution statistique interne de l'énergie vibrationnelle (IVR) de l'ion et des produits statistiques sont typiquement obtenus. D'autre part, la collision peut causer une localisation de l'énergie et une excitation rapide, donnant des produits différents de ceux observés après une IVR. En particulier, une situation limite est celle où l'ion se fragmente juste après la collision avec le gaz. Afin de récupérer ces fragmentations moins statistiques, il est important de modéliser la collision, ce qui peut être fait par une dynamique chimique de collision explicite. Cependant, ce type de simulation est limité dans le temps (~ 10-15 ps). La dynamique chimique par activation statistique interne (ou thermique) peut être utilisée pour obtenir une échelle de temps plus longue et une réactivité statistique. De plus, en observant le déclin de la population par rapport au temps, il est possible d'obtenir les constantes de vitesse globales et individuelles. Les deux modes d'activation ont été appliqués pour étudier la réactivité de l'anion di-proline, les deux tripeptides doublement chargés TIK(H+)2 et TLK(H+)2 et l'anion L-cystéine-sulfate. Pour l'étude de ce dernier système en particulier, nous avons utilisé les résultats de nos simulations pour interpréter des expériences faites avec différents montages expérimentaux.

Title : Theoretical modelling of gas phase collision induced dissociation of biomolecules

Keywords : Molecular dynamics, chemical reactivity, fragmentation, amino acids, peptides, mass spectrometry

Abstract : In the present thesis, we focus on the study of the collision induced dissociation (CID) of biomolecules. CID is a well known mass spectrometry (MS) fragmentation technique which aim is the dissociation of ions through the impact with an inert buffer gas. The collisional translational energy is converted in internal energy of the ion that can thus dissociate. CID is thus widely used in MS in order to identify or quantify one or more species through detection of the mass over charge ratio of the fragments products. Once the ion is excited by single-collision, the translation-to-vibration energy transfer can be followed by a statistical internal vibrational energy redistribution (IVR) of the ion and typical statistical products are obtained. On the other hand, the collision can cause localization of the energy and a fast excitation, giving different products than those observed after an IVR. In particular a limit situation is when the ion fragments right after the collision with the gas. In order to recover these (less or fully) non-statistical fragmentations it is important to
Reactivity and kinetics of chemical reactions are generally studied theoretically through the research of the stationary points along the reaction coordinate. It is thus possible to identify the reaction minimum energy path or potential energy surface (PES). Another possibility is to perform chemical dynamics simulations, which allow to explore the reactivity of one specie without the knowledge of the products, that is a crucial point for larger molecules. Moreover, to interpret MS it is important to have a fundamental understanding of the ion’s fragmentation dynamics and important information can be recovered with simulations. In the present work, we have studied and developed physical models to address the study of complex and flexible biomolecules, like amino-acids and peptides.

model the collision, which can be done performing explicit collision chemical dynamics. However, this activation way in simulations is limited in the time-scale (~ 10^-15 ps). Statistical internal energy (or thermal) activation chemical dynamics can be used to obtain longer time scale and statistical reactivity. Moreover, observing the population decay versus the time it is possible to obtain the global and single pathways rate constants. Both activation modes have been applied to study the reactivity of the di-proline anion, the two doubly charged tri-peptides TIK(H+)2 and TLK(H+)2 and the L-Cysteine sulphate anion. In particular for the study of this last system we used our understanding of simulations to interpret experiments done with different set-ups.