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Résumé 

Le développement considérable des réseaux et de l'électronique embarquée fait apparaître 
de nouvelles applications, où la boucle de contrôle est soumise à des contraintes de commu-
nication et de calcul. En particulier, dans de nombreuses applications de commande embar-
quées et distribuées, les ressources de communication et de calcul sont limitées. Cette situ-
ation affecte plusieurs domaines, allant de robotique sous-marine au contrôle des clusters 
de satellites en passant par l'automobile. Le comportement de ces systèmes ne dépend plus 
seulement des propriétés du couple procédé/contrôleur, mais aussi des caractéristiques des 
moyens de communication et de calcul. Dans cette thèse, une approche intégrée du problème 
de la commande et de l'ordonnancement (mise à disposition des ressources de communica-
tion ou de calcul) des systèmes dynamiques distribués est étudiée. Les principaux résultats 
sont les suivants : 

• Nous considérons d'abord le problème des limitations des ressources de communica-
tion. Nous adoptons un modèle où la commande et l'allocation des ressources de com-
munication sont fortement liées. En interprétant ce modèle comme un modèle hybride, 
ayant deux types d'entrées : les entrées de commande et les entrées d'ordonnancement, 
nous formalisons et résolvons le problème de l'optimisation conjointe de la commande 
et de l'ordonnancement, au sens d'un critère quadratique. 

• Nous motivons l'utilisation de la norme H2 comme un critère de synthèse d'ordonnan-
cements optimaux hors-ligne, ne dépendant que des caractéristiques propres du sys-
tème. Nous proposons une méthode pour l'optimisation conjointe de la commande et 
de l'ordonnancement hors-ligne au sens du critère H2. 

• Nous proposons une approche permettant de déterminer en-ligne, en même temps, les 
valeurs optimales de la commande et l'ordonnancement, au sens d'un critère quadra-
tique. La mise en oeuvre de cette méthode est cependant très coûteuse en ligne. C'est 
pour cette raison qu'un nouvel algorithme d'ordonnancement, nommé OPP est pro-
posé. OPP permet d'affecter en-ligne les ressources de communication en utilisant 
l'état dynamique des systèmes commandés, tout en assurant leur stabilité et en garan-
tissant l'amélioration des performances si des hypothèses simples sont vérifiées. 

• En s'appuyant sur un modèle affiné des limitations des ressources de communication, 
où l'échange d'information est modélisé en bits, nous proposons une approche perme-
ttant l'affectation automatique de la précision de quantification ainsi que du taux de 
rafraîchissement des commandes, afin d'améliorer les performances de commande. 

• Enfin, en utilisant un modèle fin prenant en compte l'exécution des tâches de com-
mande et de l'algorithme d'ordonnancement, nous illustrons la généralisation de ces 
approches au problème de l'ordonnancement régulé des tâches de commande. 

Mots-clés: Commande par réseau, Conception conjointe commande-ordonnancement, opti-
misation, systèmes hybrides, ordonnancement temps-réel. 



Abstract 

The considerable development of networks and embedded electronics generates new 
applications, where the control loop is subjected to communication and computation con-
straints. In particular, in many embedded and distributed control applications, communica-
tion and computation resources are limited. This situation affects several fields, ranging from 
the underwater robotics to the control of satellite clusters and the automotive industry. The 
behavior of these systems does not uniquely depend on the properties of the plant/controller 
couple, but also on the characteristics of the communication and computation means. In this 
thesis, an integrated approach for the problems of control and scheduling (allocation of com-
munication or computational resources) of distributed control systems is studied. The main 
results are the following: 

• We first consider the problem of communication resources limitations. We adopt a mo-
del, where control and communication resource allocation aspects are strongly depen-
dent. By interpreting this model as a hybrid model, having two types of inputs: control 
inputs and scheduling inputs, we formalize and solve the problem of the joint opti-
mization of control and scheduling, for a quadratic performance criterion. 

• We motivate the use of the H2 norm as a design criterion for obtaining optimal off-line 
schedules, only depending on the intrinsic characteristics of the system. We propose a 
method for the joint control and off-line scheduling in the sense of the H2 criterion. 

• We propose an approach that allows determining on-line, at the same time, the optimal 
values of both control and scheduling, in the sense of a quadratic cost function. The im-
plementation of this method is however expensive on-line (in terms of computations). 
For that reason, an on-line scheduling algorithm, named OPP is proposed. While being 
based on a pre-computed optimal offline schedule, OPP makes it possible to allocate 
on-line the communication resources, based on the state of the controlled systems, en-
suring the asymptotic stability of the controlled systems and a control performance 
improvement if some mild conditions are satisfied. 

• Using a refined model of the communication resources limitations, where the exchange 
of information is modeled in bits, we propose an approach for automatically assigning 
the quantization precision and the update rate of the control signals, in order to im-
prove the control performance. 

• Finally, based on fine-grained model, taking into account both the execution of the 
control tasks and the scheduling algorithm, we generalize the previously described 
approaches to the problem of the feedback scheduling of control tasks. 

Keywords: Control and scheduling co-design, hybrid systems, networked control systems, 
optimization, real-time scheduling. 
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1 
Introduction 

A distributed control system is a control system having one or more control loops that are 
closed via a communication network. In these systems, the sensors and the actuators are 
situated in distant locations. This distribution is primarily related to the physical location of 
the system's components, which may be either sources of information (sensors) or means of 
action (actuators). In order to control such systems, the information that is provided by the 
sensors is transmitted to the controllers. Based on this received information, the controllers 
determine the corrective actions that allow imposing the desired performance. The control 
commands thus computed are sent to the actuators. 

Nowadays, we observe a substantial increase in the use of networks in distributed control 
systems. Several factors explain this choice. The price of the hardware components (network 
nodes and cables) has continuously decreased over last years to make them more afford-
able. Consequently, the use of networks has become an economically conceivable solution 
in many application fields. Furthermore, the use of networks offers many technological ad-
vantages, such as the reduction of the obstruction (compared to the point-to-point wires), 
a better flexibility and modularity, an easier diagnosis and maintenance and finally, an im-
proved reliability. As a consequence, networks are largely used in distributed control sys-
tems that belong to many application fields such as automotive industry, aeronautics, ro-
botics or manufacturing. An example of architecture of a distributed control system using 
a communication network is given in Figure 1.1. In this figure, abbreviations S, C and A 
respectively represent sensor, controller and actuator nodes 

Networks are generally classified into two main categories: control networks and data net-
works. The first category was developed in order to be employed in distributed control sys-
tems. The networks belonging to this category were designed to support a frequent and 
regular exchange of small-size data (measurements or control commands for example) that 
must satisfy strict temporal constraints. The network must guarantee an upper bound on 
the transmission delay of a given message. Various architectures are supported but the bus 
topology remains the most used one. CAN, TTP/C, or Profinet-DP are typical examples of 
control networks. The second category was designed in order to support an infrequent and 
bursty transfer of a large quantity of data, encapsulated in packets, and without any critical-

1 



2 Chapter 1. Introduction 

ity. Due to these design constraints, the data-rate that is offered by data networks is much 
more important than that supported by control networks. In general, data networks (like 
Ethernet) can cover a wider geographical area than control networks. 

The fast development of Internet and wireless networks, which have become inexpen-
sive, ubiquitous and pervasive means of communication, represents an opportunity for the 
development of new distributed control applications. By allowing the number of theoret-
ically assignable IP addresses to be equal to 3.4 x 1038 addresses (which makes approxi-
mately 6.5 x 1023 addresses per square meter of the earth surface, including the oceans), the 
designers of version 6 of the IP protocol, have probably anticipated this development. 

However, the introduction of networks throws down new challenges. In fact, depend-
ing on the nature of the employed network, problems like bandwidth limitations, delays 
or information loss may appear. The controllers may be implemented on limited CPU and 
memory target platforms, which may be shared between several concurrent tasks. In these 
situations, the basic assumption, consisting on separating control, communication and com-
putation problems, deserves a careful reexamination. In fact, the presence of the network 
considerably affects the behavior of the controlled system. The control system performance 
becomes strongly dependant on the network and computer nodes behaviors. For that rea-
son, the comprehensive study of the distributed control system requires the integrated study 
of the control, the communication and the computation problems. 

As a first example, consider pursuit evasion games [Sinopoli et al., 2003], where a team 
of pursuing robots must arrest a team of evaded robots, and minimize a given criterion, 
for example the evasion time. The communication between the different robots is a funda-
mental aspect of the operation of the system. Any disturbance affecting the communication 
deteriorates the global behavior of the system and degrades the performances expressed by 
the criterion. Taking into account the communication constraints becomes crucial for under-
standing the global operation of the system. 



1.1. Motivations 3 

The second example refers to the problem of the distributed control of the automobile 
suspension [Chalasani, 1986]. The objective is to maximize passengers' comfort as well as 
road handling. This amounts to minimize the accelerations of the car body, and to maximize 
the tire-ground contact effort. The correct operation of this system requires the coordinated 
operation of the four actuators, which are located at the four corners of the vehicle. It is 
clear that without communication between these distributed components, the achievement 
of control objectives such as the minimization the roll acceleration is not possible any more. 
For that reason, the anti-roll bars are maintained when local control strategies are employed. 

1.1 Motivations 

With the new prospects that are offered by the diffusion of the communication means on 
the one hand, and the abilities of the control engineering and science to model and handle 
different categories of systems belonging to a broad range of application fields on the other 
hand, it is easy to envisions the development of new applications in the future, where the 
dynamics and the information will be strongly dependent. For that reason, the study of the 
integration of control, communication and computation was considered, in a recent report 
on the future of control [Murray et al., 2003], as a major challenge research direction. 

The integrated study of control communication, and computation [Arzen et al., 2000] 
becomes more important when the communication bandwidth or the processing power is 
limited. Communication and computing resource limitations are generally presented as be-
ing a common characteristic to an important range of embedded systems. The term embedded 
system refers to an electronic system, which is in close relationship to a physical system. 
Embedded systems are reactive systems: they must correctly respond to the stimuli of their 
physical environment. They are characterized by a given degree of autonomy, which often 
appears in the autonomy of the computational resources, and less frequently in the auton-
omy of the energy supply. 

1.1.1 Communication resources limitations 

Communication resources limitations may have several reasons. These limitations may be 
caused by the signal's propagation medium. The underwater medium is an example [Sozer 
et al., 2000]. In this communication medium, the acoustic communications, which are pre-
ferred to the electromagnetic communications [Quazi and Konrad, 1982], offer data-rates 
varying between a few kbps for long-range communications (over several tens of kilome-
ters), to a few hundred kbps for short-range communications (over several tens of me-
ters) [Stojanovic, 1996]. Some other wireless networks present bandwidth limitations. In the 
Bluetooth networks for example, only one node can have access to the network every 1.25 
ms. 

In other situations, network nodes may be autonomous and battery-powered. The trans-
mission of the control information through the network interface requires an important en-
ergetic power, particularly in wireless networks. In order to satisfy the lifetime requirements 
of the batteries, the power consumption that is due to the transmissions, must be limited. 
Consequently, the data-rate is limited. 

The guarantee of a deterministic data transmission introduces technological constraints 
limiting the maximal possible data-rate. For example, consider the CAN networks [Rachid 
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and Collet, 2000]. In these networks, the maximal available data-rate depends on the length 
of the network cable. This data-rate is equal to 1 Mbps for cables whose length is less than 40 
m. It goes down to 125 kbps when the cable length becomes equal to 130 m. This limitation 
is due to the relationship between the bit length on the network and the data-rate on the one 
hand, and to the used collision resolution mechanisms on the other hand (which require that 
all the nodes observe the same information during a predefined amount of time). In fact, 
collision resolution mechanisms require that the length of a bit must be greater than twice 

1.1.2 Computational resources limitations 

Embedded systems are generally found in products that are designed for mass production. 
Their cost may represent a significant part of the cost of these products. Due to market re-
quirements, and to a strong competition between the different manufacturers, their cost is 
subject to very strict constraints. This may be easily understood since economizing a few cen-
times in the cost of a hardware component that will be produced in million copies represents 
a very significant economy. Nowadays, a modern car contains more than 40 embedded mi-
crocomputers, called Electronic Control Units (ECUs). Control laws are still being computed 
using fixed point operations, on limited CPU power and memory microcontrollers. It's just 
recently that some automotive suppliers have begun to implement the engine controller, 
which represents the most complex controller of a modern car, on floating point microcon-
trollers. 

1.2 Goals and contributions 

When computation or communication resources are limited, they have to be exploited as effi-
ciently as possible. In distributed information processing systems, the scheduler is the entity 
that is responsible for the allocation of communication or computation resources. Conse-
quently, the efficient use of these resources amounts to the design of appropriate scheduling 
algorithms. 

The objective of this thesis is to propose methods allowing a more effective exploitation 
of communication or computation resources in distributed embedded control systems. The 
proposed approach relies on two complementary ideas: 

• to refine the dynamic model of the plant by taking into account the available commu-
nication and computation resources, 

• to use performance criteria of controlled system for the joint synthesis of the control 
and scheduling. 

This thesis tackles two problems: communication networks scheduling and single-processor 
scheduling. 
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1.2.1 Communication networks scheduling 

In the first part, we consider a distributed control system. We focus on the information ex-
change between its controller and its distant actuators (Figure 1.2). 

The main contributions are summarized as follows: 

Formulation and solving of the optimal integrated control and scheduling problem 

We adopt a model from [Hristu, 1999], where control and communication resource allocation 
aspects are strongly dependent. By interpreting this model as a hybrid system [Bemporad 
and Morari, 1999], having two types of inputs: control inputs and scheduling inputs, we for-
malize and solve the problem of the joint optimization of control and scheduling, using a 
quadratic cost function as performance criterion. This cost function represents the design 
criterion of the optimal controller, for a classical model (which does not take into account the 
communication constraints). The study of the properties of optimal schedule, through some 
selected numerical examples, shows that it is strongly dependent on the controlled dynamic 
system state. This dependence offers prospects for the improvement of the performances in 
terms of quality of control, by the use of on-line scheduling algorithms, which are based on 
the knowledge of the system state. However, this dependence shows that it is necessary to 
find other performance metrics for the synthesis of optimal off-line schedules. 

Optimal integrated control and off-line scheduling in the sense of the H2 norm 

We motivate the use of the H2 norm as a design criterion for obtaining optimal off-line sched-
ules, only depending on the intrinsic characteristics of the system. We propose a method for 
the joint control and off-line scheduling in the sense of the H2 criterion. We show that this 
problem may be decomposed into two sub-problems, which may be solved separately. The 
first sub-problem aims at determining the optimal off-line scheduling in the sense of the H2 

criterion and may be solved using the branch and bound method. The second sub-problem 
aims at determining the optimal control gains and may be solved using the periodic optimal 
control theory. 
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The use of the model predictive control as a means for the joint optimal control and on-
line scheduling 

We propose an approach that allows determining on-line, at the same time, the optimal val-
ues of both control and scheduling, in the sense of a quadratic cost function. This approach 
relies on the use of the model predictive control (MPC) technique, which was applied in the 
past for the control of hybrid systems. We illustrate the performance improvements, in terms 
of quality of control, which are brought by this approach, compared to static approaches, 
where the used scheduling is pre-computed off-line. We also state the stability conditions of 
the predictive controller. 

Reduction of the computational complexity of the controller/scheduler 

The major disadvantage of the model predictive control technique is that it requires the solv-
ing of an optimization problem, which is rather expensive on-line (in terms of computations). 
For that reason, an on-line scheduling algorithm, called OPP for optimal pointer placement is 
proposed. While being based on an off-line pre-computed optimal schedule, OPP makes it 
possible to allocate on-line the communication resources, based on the state of the controlled 
dynamic systems. It is shown that under mild conditions, OPP ensures the asymptotic stabil-
ity of the controlled systems and enables in all the situations the improvement of the control 
performance compared to the basic static scheduling. OPP is applied in a typical example of 
a distributed control system: the car active suspension controller. 

Trading quantization precision for sampling rates 

We extend the model that was first considered in order to take into account quantization 
related aspects. Consequently, the communication constrains are modeled at the bit level, 
in bits per second. In general, increasing the sampling frequency improves the disturbance 
rejection abilities whereas increasing the quantization precision improves the steady state 
precision. However, when the bandwidth is limited, increasing the sampling frequency ne-
cessitates the reduction of the quantization precision. In the opposite, augmenting the quan-
tization precision requires the lowering of the sampling frequency. Based on these obser-
vations, we propose an approach allowing the dynamical on-line assignment of sampling 
frequencies and control inputs quantization. This approach, which is based on the model 
predictive control technique, enables to choose the sampling frequency and the quantization 
levels of control signals from a predefined set, in order to optimize the control performance. 

1.2.2 Control tasks scheduling 

In the second part, we tackle the problem of the single-processor scheduling of control tasks. 
Two sub-problems are dealt with: 

The joint off-line optimization of control and scheduling 

We illustrate the required steps allowing to generalize the previous results on the optimal 
integrated control and off-line scheduling in the sense of the H2 performance index to con-
trol tasks having different execution times and being executed "in parallel" with other non-
control tasks. 
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On-line scheduling of control tasks 

The previously considered model is refined in order to deal with the problem of the plant 
state-feedback scheduling of control tasks. The execution cost of the scheduling algorithm is 
explicitly taken into account. We propose a method allowing the reduction of the feedback 
scheduler execution cost. Based on a fine grained and comprehension implementation mo-
del, which was simulated using the tool TRUETIME [Andersson et al., 2005], we evaluate the 
suggested on-line scheduling approach. 

1.3 Outline and publications 

The following of this document is organized as follows. 
In Chapter 2, the basic concepts of the real-time scheduling theory are first reviewed. 

Then, an overview of the state of the art of the integrated approaches for control and resource 
allocation in distributed embedded control systems is given. 

Chapter 3 describes the abstract model of a distributed embedded control system, with 
communication resources constraints that was adopted in this thesis. The main theoretical 
results, which were established previously in the literature, are reviewed. 

In Chapter 4, the problem of the optimal integrated control and scheduled is formalized 
and solved. The analytic solution of the simpler problems of the optimal control for a fixed 
scheduling over finite and infinite horizons is stated. 

In Chapter 5, we motivate the use of the H2 performance index in order to derive optimal 
off-line schedules. The problem of the joint optimization of control and off-line scheduling 
in the sense of the H2 performance index is then formalized and solved. 

Chapter 6 focuses on the problem of the optimal integrated control and on-line sched-
uling of networked control systems. A model predictive control-based approach is first pro-
posed. Then, the OPP scheduling algorithm is introduced and its main properties are stated. 
Finally, the OPP algorithm is applied to a distributed car suspension control system. 

In Chapter 7, the considered model of distributed embedded control systems is extended, 
to take into account quantization aspects. An approach for the dynamical on-line assignment 
of sampling frequencies and control inputs quantization is proposed. 

In Chapter 8, a model describing the single-processor execution of control tasks is pro-
posed. The previously established results are refined in order to be applicable to the prob-
lems of the real-time scheduling of control tasks. 

Chapter 9 constitutes the conclusion of this document. 
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2 
Resource allocation in distributed embedded 

control systems 

2.1 Introduction 

Traditionally, control design problems are decoupled from software design and implemen-
tation considerations. This separation of concerns allowed the control and computer science 
communities to focus on specific problems, and led to the development that we are famil-
iar with nowadays. However, this separation of concerns relies on the fact that these two 
fields use very simplified models of their interface with each other [Arzen et al., 2000]. In 
fact, control designers disregard the characteristics of the implementation and the available 
computational and communication resources. Real-time designers on the other hand see the 
control loop as a periodic task with a hard deadline, which have sometimes to fulfill data 
dependency constraints (especially when the sensing and actuation are distant). Recently, 
researchers from the two communities have shown that if more elaborate models are used, 
significant improvements in terms of implementation efficiency and quality of control may 
be achieved. 

This chapter is organized into two parts. The first part presents the state of the art of 
the real-time scheduling theory, focusing on the most used results in distributed embed-
ded control applications. Real-time single-processor scheduling problems are first presented. 
Then, the problem of ensuring real-time networked communications is dealt with. We put 
the emphasis on the different methods for managing the access concurrency, which have 
a determinant impact on the guarantee of deterministic real-time communications. Finally, 
an overview of the problem of guaranteeing end-to-end real-time constraints in distributed 
systems is given. In the second part, we present a state of the art of the new approaches, that 
are based on more elaborate models, and that take into account both the dynamic nature of 
the controlled systems and also some characteristics of their implementation. Various prob-
lems and models were tackled in the literature. We propose a classification of these different 
approaches and illustrate the different problems and models that were addressed. 

9 

I 
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2.2 Real-time scheduling theory 

2.2.1 Real-time single-processor scheduling 

In real-time processing systems, the processor is a resource that is shared between various 
concurrent tasks. A task is a sequence of instructions that are intended to be executed by the 
processor. The service that is delivered by a task may be performed several times during the 
lifetime of the application. That's why a task may be "instantiated" several times in the form 
of jobs or task instances. Jobs or task instances represent the execution flow that corresponds 
to the effective execution of the task code. 

Events characterizing the lifetime of a job 

A job or task instance is characterized by the following temporal parameters: 

• its release time: the time instant at which the scheduler is requested to execute the job, 
which have just become ready to run, 

• its start time: the time instant at which the job starts its execution, 

• its preemption times: time instants when the scheduler suspends the execution of the job 
on behalf of other jobs having a more important priority, 

• resumption times: time instants at which the execution of the job is resumed after a 
preceding preemption, 

• its completion time: time instant at which the job finishes its execution, 

• its absolute deadline: time instant before which the job should have terminated. 
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• instants t1, t2 and t6 represent the respective start times of jobs j1, j2 and j3, 

• instants t2 and t4 represent respectively preemption and resumption times of job j1, 

• instants t6, t4 and t7 represent the respective completion time instants of jobs j1, j2 and 
j3, 

• instants t5 and t8 represent the respective absolute deadlines (depicted by down ar-
rows) of jobs j1 and of j2 and j3. 

Task model 

A real-time task τ(i) is characterized by: 
• its worst case execution time (WCET) c(i) 

• the activation law of its jobs: the jobs of a given task may be activated periodically 
with a period T(i) sporadically with a minimum inter-arrival time or aperiodically if 
no temporal constraints are imposed on the activation of its jobs, 

• its relative deadline D ( i ) : the time interval between the release time of the job and its 
absolute deadline. 

A real-time task is called periodic, sporadic or aperiodic according to the activation law of 
its jobs. 

Scheduling algorithms classification 

This paragraph describes the commonly used terminology for classifying the scheduling 
algorithms. 

• Preemptive/Non-preemptive: A scheduler is called preemptive if it is able de suspend 
a running task on behalf of other tasks that have more important priorities. It is called 
non-preemptive in the opposite case. Preemption is supported by the majority of real-
time operating systems. In the opposite, the scheduling of packets in networks is al-
ways non-preemptive. 

• Off-line/On-line: In off-line scheduling algorithms, the sequencing of the tasks to be 
executed is described at design time, as a schedule or execution plan. Consequently, the 
scheduler is simply a sequencer, which executes the different tasks according to the 
schedule that was pre-computed off-line. The execution order of the different tasks 
is then identical to that specified in the execution plan. In practice, the schedule is 
executed in a repetitive way. The period of repetition is called major cycle or hyperperiod. 
In general, the schedule describes the start time instants of the different tasks instances, 
and possibly, their preemption and resumption time instants, which are expressed as a 
function of an elementary time unit, called minor cycle of the schedule. In the opposite, 
in on-line scheduling algorithms, the choice of what task to execute is determined at 
runtime by the scheduler. When activated, the scheduler performs a given processing 
in order to determine the next tasks to execute. In most cases, this processing amounts 
to the comparison of the priorities of the ready tasks. These priorities may be fixed in 
the case of fixed-priority scheduling algorithms or dynamic (i.e. adjustable at runtime) 
in the case of dynamic scheduling algorithms. 
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Schedulability analysis 

Real-time scheduling theory aims at providing the sufficient conditions (and preferably the 
necessary and sufficient conditions) guaranteeing that a task set (which is defined by a given 
model) will respect its real-time constraints (which are defined by the assigned deadlines). 
An important theoretical tool that it provides is the schedulability analysis. Schedulability 
analysis is performed off-line, in order to ensure that the scheduling of a task set (which 
satisfies a given model), using a given scheduling algorithm, ensures the respect of the tasks 
deadlines. In the following, we present the fundamental results that are related to the pre-
emptive real-time scheduling of periodic tasks whose relative deadlines are equal to their 
periods, by fixed-priority and dynamic-priority scheduling algorithms. 
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• Dynamic-priority scheduling: In this scheduling policy, the priority p(i) that is as-
signed to task τ(i) may vary over time. Liu and Layland proved that the optimal dy-
namic priority assignment policy consists on assigning the most important priority to 
the task that is the closest to its deadline. This priority assignment rule is called Earliest 
Deadline First (EDF). The necessary and sufficient schedulability condition under EDF 
is simpler than that established for RM and is given by 

Real-time scheduling theory progressed substantially since the fundamental article of Liu 
and Layland, to take into account the problems involving the scheduling of sporadic and 
aperiodic tasks, the scheduling of tasks whose deadlines are lower or higher than their 
periods, the protected access to shared resources, the precedence constraints and the non-
preemptive scheduling. A detailed description of the fundamental results concerning these 
problems may be found in [Krishna and Shin, 1997, Buttazzo, 1997, Liu, 2000, Burns and 
Wellings, 2001, Decotigny, 2003]. 

2.2.2 Real-time medium access control in communication networks 

Ensuring real-time communications is the responsibility of the entire communication stack. 
Nevertheless, the crucial role falls on the MAC (medium access control) sub-layer of the 
layer 2 of the OSI model [Zimmermann, 1980]. The MAC sub-layer has the responsibility of 
managing the access to the communication medium, which may be shared between several 
nodes of the network. In real-time networks, there are several access protocols. The most 
deployed ones are: 

TDMA 

The TDMA (time division multiple accesses) protocol makes it possible to statically divide, 
the available bandwidth, in the temporal domain, between several competing nodes. In this 
protocol, each node knows exactly the moments when it is allowed to transmit over the net-
work. In consequence, each node must transmit during the time slot which is allocated to 
it, called TDMA slot. In this way, collisions are avoided. The time slots are predetermined 
off-line. Their sequencing has a periodic structure. The minimal sequence of time slots al-
lowing to describe the sequencing of the time slots of the various nodes is called TDMA 
round (Figure 2.2). 

The TDMA protocol may be implemented in a centralized or a distributed way. In cen-
tralized implementations, a master node has the responsibility of triggering the commu-
nications of the other slave nodes by the transmitting a synchronization signal. The ma-
jor disadvantage of this approach is that a breakdown of the master node leads to a total 
breakdown of the network. The distributed implementations require the establishment of 
a sufficiently precise global time in all the nodes of the network, which requires the use of 
clock synchronization algorithms. The TDMA protocol is the cornerstone the mobile com-
munications GSM protocol. The TTP/C communication protocol [TTTech, 2003] manages 
the concurrent access to the communication medium using a distributed implementation of 



14 Chapter 2. Resource allocation in distributed embedded control systems 

the TDMA access protocol. In order to ensure a global clock, the FTA (Fault-Tolerant Aver-
age) algorithm [Kopetz and Ochsenreiter, 1987] is used to ensure the clock synchronization 
of the different network nodes. 

Token-Bus 

The Token-Bus access protocol was specified by the IEEE (IEEE standard 802.4) and by the 
ISO (ISO standard 8802.4). It represents the cornerstone of many communications protocols 
that are employed in industrial fieldbusses [Thomesse, 1998], like Profibus [Bajic and Bouard, 
2002], ControlNet [ControlNet International, 1999], MAP [MAP/TOP Users Group, 1988] 
and ProfiNet [Bouard, 2005]. 

In this protocol, the network nodes are logically organized in a ring topology: each node 
knows its logical predecessor and its logical successor. The access arbitration is performed 
by the circulation of the token between the nodes. At any given moment, only one node has 
the token. The possession of the token gives to the possessing node the right to transmit 
over the network. The node that takes possession of the token can start transmitting over the 
network. It must pass the token to its successor if the time it has held the token reaches a limit 
or if it finishes transmitting before the expiry of this duration. If a node that does not have 
any information to transmit, receives the token, then it transmits it directly to its successor 
node. Concerning the real-time properties of this protocol, the analysis of the worst-case 
response times of Profibus and ControlNet messages are respectively given in [Tovar and 
Vasques, 1999] and [Lian et al., 2001]. The worst-case response time of a message is defined 
as the duration between the moment the transmission is requested and the moment when 
the message is received by the destination process. 

CSMA/CA 

The CSMA/CA (carrier sense multiple access with collision avoidance) access protocol is 
used in many networks such as CAN, DeviceNet or IEEE 802.11 wireless networks. In this 
access model, each message is characterized by a unique priority. Since the shared commu-
nication medium can transmit only one message at a time, each node that wishes to transmit 
a message must initially check whether the network is free (by sensing the network to find 
whether or not a carrier signal is being transmitted). If the network is free, then the node 
can start transmitting. However, it is possible that other nodes start transmitting at the same 
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time, because they have detected at the same time that the communication medium has be-
come free. In this situation, the transmission of the highest priority message is continued; 
the other messages with lowest priorities are discarded. By this way, collisions are avoided. 

CAN networks [ISO, 1993,Rachid and Collet, 2000] use the CSMA/CA protocol in order 
to manage the concurrent access to the shared bus. Their implementation of CSMA/CA 
relies on a bit synchronization mechanism at the bus level. In CAN networks, each message 
is characterized by a unique identifier. Furthermore, no node is particularly addressed: all 
the sent messages are broadcasted to all the other network nodes. When several nodes are 
emitting and if at least one node sends one a '0' (called dominant level in CAN terminology), 
then all listening network nodes will detect a '0' at the same time, even if there are other 
nodes which have transmitted a '1'. Reciprocally, when all the transmitting nodes send a '1' 
(called recessive level), all the listening nodes will detect a '1'. The CAN bus behaves like 
a logical AND gate. Since the identifier field is located at the beginning of the frame (the 
most significant bit is first coded, the highest priority is 0), and the binary synchronization 
is implemented on the bus, when a collision occurs, the different nodes directly compare 
the identifiers of their messages to the resulting logical level at the bus. A node that detects 
that the resulting level is dominant ('0') whereas it has sent a '1', knows that it has tried to 
send a message whose priority is lower than another message and must consequently stop 
transmitting. Figure 2.3 describes a collision between two messages, which were sent at the 
same moment by node 1 and node 2. Node 2 stops transmitting when it detects that it has a 
lower priority than node 1 (because it has sent a '1' and the resulting level on the bus was a 
'0'). 

CAN protocol is a deterministic protocol. Consequently, it is possible to compute an up-
per bound over messages response times. A CAN bus may be seen as a non-preemptive 
scheduler. The computation of the worst-case response time of fixed-priority messages have 
been tackled in [Tindell and Burns, 1994,Tindell et al., 1995]. The evaluation of a RM prior-
ity assignment policy was also addressed in these references. The use of EDF scheduling in 
CAN networks was studied in [Di Natale, 2000]. 

The binary synchronization over the bus, which is necessary to collisions arbitration, 



16 Chapter 2. Resource allocation in distributed embedded control systems 

introduces a relationship between the maximum data-rate and the length of the network 
cable. In fact, to use a data-rate of 1 Mbps, the maximum length of the cable must be less 
than 40 m. If it is necessary to use a cable whose length is greater than 620 m, then the 
maximum data-rate falls down to 100 kbps. 

Note that in data networks, like Ethernet or the Internet, the CSMA/CD (carrier sense 
multiple access with collision detection) protocol is the most used medium access protocol. 
The fundamental difference between CSMA/CD and CSMA/CA resides in the collision ar-
bitration mechanism. In fact, in the CSMA/CD protocol, the nodes that generate a collision 
are able to detect this collision and to stop their transmission during a random duration. 
For that, reason, it is impossible to bound messages response times in networks employ-
ing the CSMA/CD access protocol. In wireless networks, such as IEEE 802.11 networks, the 
CSMA/CA protocol is employed because it is not possible to detect the collisions (and thus 
to deploy the CSMA/CD protocol). 

2.2.3 Real-time scheduling of distributed systems 

Real-time multiprocessor scheduling problems are still not as well understood as real-time 
single-processor scheduling problems; the most obscure points are related to the schedula-
bility analysis [Sha et al., 2004]. In this field, the impact of the Dhall and Liu's paper [Dhall, 
1978] on real-time multiprocessor scheduling theory was equivalent to the impact of the 
Liu and Layland's paper on real-time single-processor scheduling theory [Liu and Layland, 
1973]. 

Multiprocessor scheduling algorithms may be classified into two categories: 
• partitioned scheduling, where each task is assigned to only one processor, 

• global scheduling, where all the tasks compete for the use of all the processors. 

The problem of the optimal partitioning of tasks among processors is NP-complete [Garey 
and Johnson, 1979]. For that reason, simulated annealing or branch and bound-based heuris-
tics were proposed to tackle this problem. The use of these heuristics relies on the modeling 
the scheduling problem as an optimization problem. A detailed presentation of these ap-
proaches is given in [Attiya, 2004]. An outline of the most important results concerning mul-
tiprocessor schedulability analysis may be found in [Sha et al., 2004]. 

The tasks that may be located on the different processors may have data-dependencies 
and thus exchange messages via a communication medium. The communication medium 
may be seen as "a processor" that only supports the non-preemptive scheduling. Among the 
tools for off-line partitioned scheduling generation for tasks with precedence, on distributed 
architectures, one may cite the tool Syndex [Sorel, 2004, Kocik and Sorel, 1998], which is 
based on the Adequation Algorithme Architecture (for efficient matching of the algorithm on 
the architecture) approach [Grandpierre et al., 1999]. In Syndex, the architecture and the 
algorithm are described by two graphs. The algorithm graph is a direct acyclic graph, where 
the vertices represent the operations to be performed and where the edges represent the 
data-dependencies between the operations. The architecture graph describes the available 
parallelism as well as the communication possibilities between the various processors. Based 
on these two graphs, and possibly on placement constraints which may be specified by the 
user, Syndex uses the greedy list scheduling algorithm [Yang and Gerasoulis, 1993, Kwok 
and Ahmad, 1999] to synthesize the scheduling of the operations on the different architecture 
elements. 
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2.3 Integrated approaches for control and resource allocation 

In the previous paragraph, we have described some important results of the real-time sched-
uling theory. Disregarding the nature of the considered applications, these results mainly 
addressed the problem of communication or computation resource allocation, in order to 
respect strict temporal constraints. In this paragraph, we outline other approaches, which 
jointly consider the problems of control and communication or computation resources allo-
cation. First, we review some problems and methods for the adaptive sampling. Second, we 
give an outline of the methods allowing to jointly considering the problems of control and 
communication resource allocation. Finally, we review the state of the art of the methods for 
the joint control and computational resource allocation in embedded systems. 

2.3.1 Adaptive sampling of control systems 

The analysis of asynchronously sampled systems was undertaken at the end of the fifties. 
The research works, which were performed at the sixties and at the beginning of the sev-
enties focused on SISO systems. In our best knowledge, the first adaptive sampling method 
was proposed by Dorf et al. [Dorf et al., 1962]. The proposed adaptive sampler changes the 
sampling frequency according to the absolute value of the first derivative of the error sig-
nal. Using analog simulations, the authors have shown that this method reduces between 
25% and 50% of the number of required samples, with respect to the periodic sampling, 
given the same response characteristics. Other approaches were proposed thereafter, in par-
ticular those of [Gupta, 1963a, Gupta, 1963b, Tomovic and Bekey, 1966a, Tomovic and Bekey, 
1966b, Mitchell and McDaniel Jr., 1969]. The evaluation of these approaches and their com-
parison to the periodic sampling was performed in [Smith, 1971]. Simulations have shown 
that these adaptive sampling methods are not always better than periodic sampling, espe-
cially where the input is subject to unknown disturbances. Remarking that the methods 
of [Dorf et al., 1962] and [Mitchell and McDaniel Jr., 1969] are closely related [Hsia, 1972], 
Hsia proposed a generic approach allowing to derive adaptive sampling laws [Hsia, 1974]. 

2.3.2 Allocation of communication resources: the "per symbol" paradigm 

In this paradigm, the information exchange is modeled at the symbol level. The quantization 
of measurements and control commands is thus implicitly taken into account. The general 
model is given in Figure 2.4. 

Figure 2.4: General model of the information flow in a control system whose control loop is 
closed through finite bandwidth communication channels 

In this model, the communication channel can transmit at most R bits per time unit. Be-
cause of these resource limitations, measurements and control commands must be encoded 
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(as a flow of symbols) before their transmission and decoded at their reception. Various cod-
ing techniques may be employed. A fundamental question is to determine the necessary 
and/or sufficient data-rate allowing the existence of a coder, a decoder and a controller that 
achieve the stabilization of the system. Many contributions have tried to bring more insight 
into this fundamental question, by treating various models of resource limitations. 

In [Delchamps, 1990], Delchamps has shown that it is impossible to asymptotically stabi-
lize a discrete-time unstable LTI system, whose output passes through a quantizer having a 
finite number of quantization levels. In this setting, it is necessary to introduce and use other 
stability concepts, like practical stability. 

The problem of state estimation, in presence of state and measurement noise, was stud-
ied in [Wong and Brockett, 1997]. In the considered model, the state observer is situated at 
the same location as the plant. However, the controller is located at a distant place. Conse-
quently, the observations must be sent to the controller through a finite bandwidth commu-
nication channel. This problem was shown to be different from the classic estimation and 
vector quantization problems. The concept of finitely recursive coder-estimator sequence was 
then introduced. Necessary conditions as well as sufficient conditions, which are related 
to the stability and the convergence of various coding-estimation algorithms, were stated. 
These conditions connect the network data-rate to the dynamical characteristics of the plant. 
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as a means for ensuring the asymptotic stability of continuous-time and discrete time sys-
tem whose control loops are closed through a finite bandwidth communication network. The 
zooming technique consists on changing the sensitivity of the quantizer over the time, based 
on the available quantized measurements. The relationship between performance and com-
plexity of the quantized stabilization using the zooming technique were studied in [Fagnani 
and Zampieri, 2004]. 

In [Elia and Mitter, 2001], Elia and Mitter studied the problem of the stabilization of 
single-input linear systems whose measurements and control commands are quantized. By 
first considering quantizers with a countable number of levels, and supposing the exact 
knowledge of the state, they proved that the coarsest quantizer that allows the quadratic sta-
bilization of a discrete-time single-input LTI system, is logarithmic, and may be computed by 
solving a special LQR problem. The state-feedback control problem as well as the state obser-
vation problem were solved within this theoretical framework. These results were thereafter 
extended to the continuous-time single-input and periodically sampled linear systems. The 
expression of the optimal sampling period (for the suggested quantizers) was established. 
It only depends on the sum of the unstable eigenvalues of the continuous system. This ap-
proach was finally extended to address quantizers with a finite number of levels. 

In [Tatikonda and Mitter, 2004], Tatikonda and Mitter considered discrete-time LTI sys-
tems. The control loop is closed through a limited capacity communication channel. Conse-
quently, before their transmission, the measurements are quantized and encoded in symbols 
by a coder. At their reception, a decoder reconstructs a state estimate that will be used by the 
controller, which is directly connected to the plant. Two types of coders were studied: 

• class 1 coders, which know past measurements, past controls and past transmitted 
symbols that were sent over the channel, 

• class 2 coders, which only know past measurements. 

ues of the state matrix A. This necessary condition is independent from coder classes and 
becomes sufficient if the whole state is measured and if class 1 coders are used. 

2.3.3 Allocation of communication resources: the "per message" paradigm 

The different approaches that may be related to the "per message" paradigm are motivated 
by the fact that in all communication networks, protocol frames contain fields with fixed and 
incompressible length. These fields include, for example, the identifier field, the CRC (Cyclic 
Redundancy Check) field, which is used by error detection algorithms. For example, in CAN 
networks, the minimal length of the fixed protocol fields is 47 bits (the length can be more 
important because of the bit-stuffing mechanism [Rachid and Collet, 2000]). A measure that 
is encoded in 12 bits and sent in a CAN message only represents 20% of the size of the mes-
sage. In Bluetooth networks, the minimal size of the data field is 368 bits. If an information 
whose size is less than 368 bits is to be transmitted, then padding by '0' bits must be carried 
out. 

The various approaches, which are related to the "per message" paradigm, may be clas-
sified into two categories: 
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• the decentralized minimization of the network bandwidth usage. The basic idea is that 
each node tries to locally minimize its bandwidth consumption, 

• the scheduling of the concurrent access to the network. In these approaches, a more 
global view of the application, of its distribution and of the network access mechanism 
is taken into account. The information transmission over the network is managed by 
taking into account static characteristics (the model) or instantaneous information (the 
state) of the controlled dynamic system. 

Minimization of the network bandwidth usage 

A research direction that may be linked to the "per message" paradigm is the model based 
control, which was studied in [Yook et al., 2002, Montestruque and Antsaklis, 2003, Mon-
testruque and Antsaklis, 2004,Hespanha and Xu, 2004a, Hespanha and Xu, 2004b]. The basic 
idea of this approach is to use local open-loop observers in order to reduce the required 
communications between the sensors and the controller. 

Figure 2.5: Global architecture and model of the ith node according to the approach of [Yook 
et al., 2002] 

In [Yook et al., 2002], a method allowing the minimization of the required communi-
cations in some particular distributed control applications was proposed. This method ad-
dresses multivariable discrete-time LTI systems that are implemented according to a specific 
distributed architecture and controlled using output-feedback. The global distributed sys-
tem has n states, m inputs and m outputs, such that the ith input ui(k) and the ith output 



2.3. Integrateci approaches for control and resource allocation 21 

A similar approach was studied in [Montestruque and Antsaklis, 2003]. In the considered 
architecture, the controller is directly connected to the plant. A perfect network connects 
the sensors to the controller. The sensors periodically transmit (each Ts time instants) the 
measurements to the controller, which is provided with an open-loop state-observer. The 
estimated state is then used for the computation of the control commands. At the reception 
of a message from the sensors, the state of the open-loop observer is updated. The necessary 
and sufficient stability conditions of this particular model of networked control systems were 
stated, and generalized to take into account output feedback. Sufficient stability conditions 
when Ts is time-varying but bounded were presented in [Montestruque and Antsaklis, 2004]. 

In [Hespanha and Xu, 2004a], a similar architecture was studied. In the considered mo-
del, the plant is disturbed by a zero-mean Gaussian white noise. Instead of sending the 
measurements (of the full state) when the prediction error exceeds a threshold [Yook et al., 
2002] or periodically [Montestruque and Antsaklis, 2003], the transmission of measurements 
is performed using predefined communication logics. The study and the evaluation of dif-
ferent communications logics (stochastic and deterministic) was performed in [Hespanha 
and Xu, 2004a]. By modeling the problem as jump-diffusion process, sufficient conditions 
for the boundedness of the finite moments of the estimation error were established for the 
considered logics. Considering a long term average cost, penalizing at the same time the es-
timation error and the transmission rate, the expression of the optimal communication logics 
was given in [Hespanha and Xu, 2004b]. 

Medium access scheduling 

The experimental study of communication networks characteristics was performed in [Nils-
son, 1998] and [Lian et al., 2001]. Studying the main characteristic of ControlNet, DeviceNet 
and EtherNet networks, Lian et al. [Lian et al., 2001] have shown that the transmission time 
of a message (i.e. the time the message spends on the physical link from the source to the des-
tination) in the most used networks may be neglected. The delays occurring in networked 
control loops are mainly due to the contention between the different messages which are sent 
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by the nodes of the network. The most efficient way of reduction of these delays is the design 
and use of appropriate message scheduling strategies. 

These results show the practical importance of the study of the medium access control as 
well as scheduling algorithms. The problems of the concurrent access to shared communica-
tion resources were studied these last years within various theoretical frameworks and with 
various modeling assumptions. We present thereafter a brief summary of the approaches 
taking into account explicitly the concurrent access to the communication network. These 
contributions were classified into three categories, according to the class of the used sched-
uling algorithms: off-line scheduling, on-line scheduling of the sensors-to-controller link and 
the on-line scheduling of the controller-to-actuators link. 

• Off-line scheduling: The problem of optimal control and off-line scheduling of the 
controller-to-actuators link was studied in [Rehbinder and Sanfridson, 2004]. In the 
proposed model, the control commands are sent to the actuators through a shared 
TDMA bus. At each slot, only one control command can be sent, the remaining com-
mands for the other actuators are held constant. The choice of which actuator to update 
at each slot was handled using the notion of communication sequence [Brockett, 1995]. 
Only periodic communication sequences were considered. A quadratic cost function 
is associated to each communication sequence, corresponding to the worst-case ini-
tial condition and worst-case sequence permutation. Control commands and periodic 
communication sequences are obtained through the solving of a complex combinato-
rial optimization problem. The problem of the optimal control and scheduling in the 
sense of LQG was introduced and developed in [Lincoln and Bernhardsson, 2002]. 
The relaxed dynamic programming method was applied for its resolution leading to 
a more efficient search heuristics. A heuristic approach for the problem of the optimal 
control and off-line scheduling of the sensors-to-controller link in the sense of the 
performance index was proposed in [Lu et al., 2003]. 

• On-line scheduling of the sensors-to-controller link: The scheduling of sensor mea-
sures was studied in [Walsh and Ye, 2001]. The addressed configuration consists of a 
continuous-time plant where the controller is directly connected to the actuators. The 
network only connects the sensors to the controller. The notion of MATI (maximum al-
lowable transfer interval) was introduced, and represents the upper bound on the time 
between two consecutive sensor messages transmissions that guaranties the stability 
of the plant. The MATI is defined for a given scheduling algorithm. A new on-line 
scheduling algorithm, called MEF-TOD (maximum error first - try once discard), was 
introduced. In this dynamic priority on-line scheduling algorithm, the priority of a 
sensor message depends on the error of the measure that it carries; smaller the error 
is, lower is the assigned priority. The error is defined as the weighted absolute value 
of the difference between the value of the current measure and the value of the last 
transmitted measure. If a node fails to send a message, then this message is discarded 
(dropped from the queue). The authors stated sufficient stability conditions, involving 
the value of the MATI, which ensure the stability of the system, when the MEF-TOD al-
gorithm and a round robin like static scheduling algorithm are used. These results are 
based on the perturbation theory and are very conservative. This approach was gen-
eralized to non-linear systems in [Walsh et al., 2001]. The practical implementation of 
the MEF-TOD algorithm was considered in [Walsh et al., 2002]. This implementation, 
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which was performed on CAN networks, is mainly based on the nondestructive bit-
wise arbitration of CAN technology to dynamically to encode the dynamic priorities. 
The effects of the quantization of priorities were experimentally studied. Sufficient in-
put/output stability results for a class of network scheduling protocols, including 
MEF-TOD and static scheduling algorithms were stated and illustrated in [NeSic and 
Teel, 2004]. These results considerably reduces the conservativeness of the results that 
were initially stated in [Walsh and Ye, 2001]. The application of the Rate Monotonic 
scheduling algorithm to the networked control systems was investigated in [Branicky 
et al., 2002]. 

• On-line scheduling of the controller-to-actuators link: On-line scheduling of control 
commands to the actuators was studied in [Palopoli et al., 2002a]. In the proposed mo-
del, it is assumed that every slot, only one command vector can be sent to an actuator 
group, the other control vectors are set to zero. The stabilization is achieved using a mo-
del predictive controller, which calculates on-line the appropriate control law and the 
allocation of the shared bus. The cost function used by the MPC calculates a weighted 
sum of the infinity norms of the states and the control commands over a specified hori-
zon. The optimization problem solved at each step by the MPC algorithm was proven 
to be equivalent to the generalized linear complementarity problem (GLCP) [Ye, 1993]. 
The same architecture is considered in [Goodwin et al., 2004]. The considered model 
assumes that it is possible to send only one message during one sampling period. The 
actuators, which do not receive their control inputs, maintain constant the last received 
ones. The control commands are quantized with a fixed precision. The expression of 
the optimal model predictive controller, in the sense of a quadratic cost function, was 
established. 

2.3.4 Allocation of computational resources 

Optimal control and monoprocessor scheduling 

The problem of the optimal selection of control tasks periods subject to schedulability con-
straints was addressed in [Seto et al., 1996]. Assuming that the discrete-time control laws are 
designed in the continuous-time domain and then discretized, the notion of performance 
index was introduced. The performance index quantifies the performance of the digitalized 
control law at a given sampling frequency. In most control applications, the performance in-
dex is minimal when the continuous-time control law is used and increases (i.e. degrades) as 
the sampling frequency is decreased (note that for some control systems this relationship is 
more complicated, as illustrated in [Eker, 1999]). Considering this important class of control 
applications, the problem of the optimal sampling frequency assignment for a set of control 
tasks consists on minimizing a weighted stun of the performance indices of the considered 
control tasks subject to schedulability constraints. In [Rehbinder and Sanfridson, 2000], the 
optimal off-line scheduling of control tasks in the sense of LQG was considered, assuming 
that all the control tasks have the same constant execution time. The resolution of this prob-
lem was performed using the exhaustive search method, which limits the application of this 
approach to applications with a limited number of tasks. Similarly, the problem of the opti-
mal monoprocessor scheduling of control tasks in order to optimize a robustness metric (i.e. 
the stability radius) was treated in [Palopoli et al., 2002b, Palopoli et al., 2005]. 
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Scheduling of control tasks in environments with variable computing workload 

It is well-known that worst-case analysis techniques [Sha et al., 2004] may be used in order 
to guarantee the deadlines of tasks with variable but bounded execution times. However, 
when the average execution time is smaller than the worst-case execution time (WCET), 
these techniques lead to an oversized design. Recently, new approaches were proposed in 
order to handle variations in tasks execution times and system overload more efficiently than 
worst-case analysis techniques, among them the feedback scheduling [Lu et al., 2002,Cervin 
et al., 2002, Robert et al., 2005, Xia and Sun, 2006] and the elastic task model [Buttazzo et al., 
2002]. 

Feedback scheduling is a control theoretical approach to real-time scheduling of systems 
with variable workload. The feedback scheduler may be seen as a "scheduling controller" 
that receives filtered measures of tasks execution times and acts on tasks periods in order 
to minimize deadline misses. The application of feedback scheduling to robot control was 
experimentally evaluated in [Simon et al., 2005]. 

In the elastic task model [Buttazzo et al., 2002], a periodic task set containing tasks 
may be seen as a sequence of linear springs. In this model, the utilization factor of a 
task is analogous to the spring's length. Tasks may change their utilization rate in order to 
handle overload conditions, which may occur, for example, if a new task is admitted to the 
computing system. In order to ensure the schedulability of the task set, tasks are compressed 
or decompressed. In [Liu et al., 2000], the elastic task model was applied to the scheduling 
of control tasks with variable execution times. The use of this method permits the applica-
tion of the approach of [Seto et al., 1996] in order to find the optimal tasks periods based 
on tasks average execution times (instead of their worst-case execution times), leading to an 
improvement of the control performance. Buttazzo et al. [Buttazzo et al., 2004] generalized 
this approach to take into account the degradations that may occur to the control system if 
its control task that was designed to work at a given rate runs at another rate. The analyti-
cal expressions of the performance degradations were given. A compensation method was 
proposed. This method allows to trade-off the performance degradations and the required 
memory space (which is needed to store the parameters of the pre-computed control laws 
that will be used by the compensation algorithm). 

However, all these described approaches are mainly based on the assumption that control 
performance is a convex function of the sampling period. In reality, as illustrated in [Marti 
et al., 2002] (and further in Chapter 4), the quality of control is also dependent on the dy-
namical state of the controlled system (in equilibrium, in transient state). 
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2.4 Conclusion 

This chapter introduced the basic concepts, the terminology and the state of the art of com-
munication and computation resource allocation approaches in distributed embedded con-
trol systems. To this end, the basic concepts of the real-time scheduling theory were over-
viewed, focusing primarily on the hard real-time scheduling of tasks on processors and 
messages on deterministic networks. An outline of the state of the art of the approaches 
for the integrated control and communication/computation resource allocation was given, 
providing an overview of the tackled problems and the provided solutions. 



3 
Resource-constrained systems 

3.1 Introduction 

In this chapter, we present our abstract view of a distributed embedded control system op-
erating under communication constraints. This abstract view is described by the class of 
computer-controlled systems, which was introduced by Hristu in [Hristu, 1999]. This class al-
lows to model, in a finely-grained and abstract way, the impact of the resource limitations on 
the behavior of the controlled system. In this thesis, we will rather use the term of resource-
constrained systems to refer to this class of systems. After the introduction of the used notation, 
we present the framework of the mixed logical dynamical (MLD) systems, which represents 
a modeling framework for hybrid systems, and which was introduced by Bemporad and 
Morari in [Bemporad and Morari, 1999]. We show that resource-constrained systems may be 
modeled in the MLD framework. We propose a systematic approach allowing establishing 
the MLD model of a resource-constrained system. Finally, we review the main theoretical 
results that are related to resource-constrained systems, and which were already established 
in the literature. These results include the problems of stabilization, tracking, reachability 
and observability. 



3.3 Mixed-logical dynamical systems 

Mixed logical dynamical (MLD) systems, are a class of hybrid systems, which was intro-
duced by Bemporad and Morari in [Bemporad and Morari, 1999]. This framework was pro-
posed in order to allow the modeling and the control of a class of systems where dynamics 
interact in tightly coupled way with logic and heuristic rules. The MLD framework provides 
a general model, which generalizes various existing models such as linear hybrid systems, 
linear constrained systems, finite-state machines... 

The logical aspects may be formulated in the prepositional logic. The fundamental idea 
of the MLD framework is to represent these prepositional formulas by equivalent linear 
constraints, involving continuous and/or Boolean variables. In this way, it is possible to 
represent many hybrid systems by linear dynamic equations whose variables, which may be 
at continuous and/or Boolean, are subjected to linear inequality constraints. Note that the 

I 
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idea of representing prepositional formulas by equivalent linear inequalities was developed 
in the past in the field of artificial intelligence, and more specifically for inference engines. 
Using this correspondence, the proof of a theorem is reduced to the search of the existence 
of a feasible solution of an optimization problem. In fact, by associating a Boolean variable 
to a prepositional formula, such that the truth-value of the formula is equal to the value of 
the variable, the prepositional calculus operations like conjunction, disjunction, negation, 
implication or equivalence may be translated into equivalent linear programs. 

Let X1 and X2 be two prepositional formulas and two associated Boolean variables 
verifying 
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Definition 3.3. A resource-constrained system is a mixed logical dynamical system having 
three inputs: the command input v(k), the scheduling vector of the sensors-to-controller link 
σ(k) and the scheduling vector of the controller-to-actuators link δ(k). It has one output 
denoted η(k). Its mathematical model is defined by: 

• a recurrent equation (3.4) describing the sampled dynamics of the plant, 

• inequality constraints (3.5) and (3.6) expressing the limitations of the communication 
medium, 

• logic formulas (3.8) describing the mapping of the computed controller outputs v(k) to 
plant inputs u(k), knowing the scheduling decisions S(k), 

• logic formulas (3.10) describing the mapping of the sampled plant outputs y(k) to the 
controller's inputs η(k), knowing the scheduling decisions σ(k). 

The particularity of a resource-constrained system, compared to a sampled-data system, 
is that at each sampling period, it is important to determine: 

• the measures that should be acquired (it is only possible to acquire at most br measures, 
defined by the scheduling function σ(k)), 

• the control commands that should be applied (it is only possible to apply at most bw 

control commands, defined by the scheduling function δ(k)), 

• the value of the applied control commands. 

3.5 Notion of communication sequence 

The notion of communication sequence was introduced by Brokett [Brockett, 1995] and gen-
eralized by Hristu [Hristu, 1999] in order to quantify the notion of attention [Brockett, 1997]. 
It characterizes the "allocation" of the bus resources to the different inputs and outputs of 
the system, i.e. the attention that must be given to each input and output. There are two 
types of communication sequences: finite communication sequences and periodic infinite 
communication sequences. 
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3.9 Reachability and observability with limited resources 

Reachability and observability are structural properties of systems that are first imposed in 
control practice. Given a resource-constrained system S, we may ask the following ques-
tions: 

• If the discrete-time model (3.4) without communication constraints is reachable (resp. 
observable), what are the conditions allowing the resource-constrained system to keep 
these properties? 

• Is it possible to construct periodic communication sequences guaranteeing these prop-
erties? If yes, under what conditions? 

These questions were raised and answered by [Zhang and Hristu-Varsakelis, 2005] for a 
particular model of resource-constrained systems. In the considered model, if a control com-
mand is not received, then the corresponding actuator applies zero value, instead of main-
taining constant the last received control command. The generalization of these results to 
resource-constrained systems, using zero-order holders (corresponding to the model that 
was considered in this thesis), was performed in [Ionete and Çela, 2006]. The resource-
constrained system S, viewed between its input v(k) and its output η(k) (as represented 
by equations (3.12)) being linear time-varying, it is necessary to use reachability and observ-
ability notions that are suitable for linear time-varying systems. 

Definition 3.8 ( [Rugh, 1996]). A linear discrete-time system is called /-step reachable (resp. 
I-step observable) if I is a positive integer such that the system is reachable (resp. observable) 
on [i, i + l], for any i. 

I 

In practice, matrix A is obtained by digitalization of matrix Ac, then it is invertible. The 
proof of this theorem is obtained by construction. Consequently, it is possible to employ it 
in order to construct periodic communication sequences that guarantee the reachability. A 
similar result is obtained for the observability. 

3.10 Conclusion 

In this chapter, we have presented an abstract model of a distributed embedded control sys-
tem operating under communication constraints. We have proposed a systematic approach 
allowing to formally describing it in the MLD framework. The originality of the considered 
model comes from the fact that communication resources allocation is viewed as an input, 
as well as the control commands. The interaction between control and scheduling is thus 
explicitly taken into account. We then reviewed the various theoretical results established 
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in the literature on this model and which include the problems of stabilization, of trajectory 
tracking, reachability and observability. 

Thereafter, we will focus on the possibility that is offered by this model to assign at the 
same time the control and scheduling. In the next chapter, we will consider the problem 
of optimal integrated control and scheduling, disregarding practical implementation con-
straints. The resource-constrained systems being an extension of sampled-data systems, the 
problem of the joint optimization of control and scheduling may be seen like a natural ex-
tension of classical optimal control problems. 



4 
Optimal integrated control and scheduling of 

resource-constrained systems 

4.1 Introduction 

The general model of resource-constrained systems, as described in the previous chapter, 
allows the on-line assignment of the sensors-to-controller and the controller-to-actuators 
scheduling vectors. This assignment may be based on a pre-computed off-line schedule or 
on an on-line scheduling algorithm. The problem of the optimal integrated control and o f f -
line scheduling of the sensors-to-controller link is the dual problem of the optimal integrated 
control and off-line scheduling of the controller-to-actuators link, and may be solved in a 
similar way. However, the problem of the optimal integrated control and on-line scheduling 
of the sensors-to-controller link is different from the problem of the optimal integrated con-
trol and on-line scheduling of the controller-to-actuators link, and its formulation and solv-
ing are extremely dependant on the used technology (possibility of on-line arbitration based 
on the comparison of messages identifiers like in CAN networks for example). Furthermore, 
it is not clear whether an on-line scheduling algorithm of the sensors-to-controller link will 
be better (from a control performance point of view) than a predefined off-line scheduling 
algorithm, especially, because the sensors are physically distributed whereas the optimal on-
line assignment of the sensors-to-controller link requires the knowledge of all sensors val-
ues, which may not be possible due to the communication constraints. This latter question 
remains an open problem. 

For that reason, in this chapter, as well as in Chapters 5 and 6, we will assume that the 
state of the plant is available to the controller at each sampling period. This assumption will 
allow us to mainly focus on the problem of the optimal integrated control and scheduling 
of the controller-to-actuators link. Note that assuming that the state of the plant is available 
to the controller at each sampling period does not necessarily mean that we are restricted 
to a particular architecture, but rather that state of the art methods (for example, an off-line 
scheduling) are deployed to obtain a satisfactory estimate of the state at the controller, us-
ing an adequate part of the bandwidth. Let S be a resource-constrained system verifying 
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this assumption. S verifies To simplify 
the notation, let b = bw. In the model that will be considered in the following, the resource-
constrained system S has two types of inputs: control inputs and scheduling inputs of the 
controller-to-actuators link. The fundamental problem that will be considered is the problem 
of the joint optimization of control and scheduling. This problem may be viewed as the gen-
eralization of optimal control problems for linear sampled-data system. It naturally appears 
as a hybrid problem, where continuous aspects (system dynamics) as well as logical aspects 
(scheduling) interact. 

Using the basic results of optimal control theory, we first describe the solution of the 
optimal control problem given a fixed communication sequence, over finite and infinite 
horizons. Then, the problem of the optimal integrated control and scheduling of resource-
constrained systems is formulated and solved. The formulation and solving of this problem 
are based on the existing theoretical tools from hybrid systems theory and especially the 
MLD framework [Bemporad and Morari, 1999], where this problem may be perfectly mod-
eled. Finally, based on a numerical example, the solutions of this problem are studied. 















4.5.2 The branch and bound method 

The branch and bound method is a general search method for finding optimal solutions of 
discrete and combinatorial optimization problems. It was introduced in 1960 by Land and 
Doig [Land and Doig, 1960] for the solving of the traveling salesman problem. This method 
aims at exploring, in an intelligent way, the space of feasible solutions of the problem. That's 
why it may be classified among the implicit enumeration methods. In the following, the princi-
ples of this algorithm will be described in the case of a minimization. In order to simplify our 
explanation, we will suppose that considered problem admits at least one optimal solution. 
Of course, the other cases may be easily taken into account. 

General concepts 

As its name indicates it, this method is based on two complementary mechanisms: brancing 
and bouding. 

• Branching makes it possible to decompose a given problem into subproblems (by 
adding additional constraints), such that the union of the feasible solutions of these 
subproblems forms a partition (in the worst case a covering) of the feasible solutions of 
the original problem. In this manner, the resolution of the original problem is reduced 
to the resolution of the subproblems obtained by its branching. Branching induces a hi-
erarchical relation between the different subproblems. This relation may be described 
and represented using concepts from the graph theory. In fact, in the branch and bound 
method, branching is applied in a recursive way to the subproblems where it may be 
possible (at a given stage of the execution of the algorithm), to find an optimal solution 
of the initial problem. As a result, the subproblems obtained by branching may be seen 
as the child nodes of the problem to which branching was applied, which is called par-
ent node. Thus, all these nodes form a rooted tree, whose root node represents the initial 
problem to solve. This tree is usually called search tree or decision tree. 
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• Bounding consists on computing an upper and a lower bound of the optimal solution 
of a given node. The bounding stage allows the branch and bound to avoid exploring 
the nodes where it is possible to certify that they do not contain any optimal solution. In 
fact, if the upper bound of a subproblem A is larger than the lower bound of another 
subproblem B, then the optimal solution cannot lie in the feasible set of solutions of 
subproblem A. For that reason, it becomes useless to branch node A. Node A is then 
pruned. 

A node is called solved if an optimal solution of the associated subproblem was obtained. 
This may occur for example when the constraints that define it (and which were added 
progressively along the different branching steps), reduces its set of feasible solutions to a 
singleton. In other situations, branching may make the subproblem sufficiently simple to be 
solved by polynomial algorithms. The solved nodes are the final nodes or leave nodes of the 
decision tree. The algorithm finishes when all the nodes were either solved or primed. 

The branch and bound algorithm may be parameterized using the four following rules: 

• branching rules, describing how to divide a given problem into subproblems, 

• bounding rules, defining how to compute the upper and lower bounds of a given sub-
problem, 

• selection rules, stating how to select the next problem to consider, 

• elimination rules, describing how to recognize the subproblems that do not contain op-
timal solutions and that should be eliminated. 



4.5. Finite-time optimal integrated control and scheduling 51 

Application to mixed-integer programming 

The application of the branch and bound method to the solving of mixed-integer nonlinear 
programs was proposed for the first time by Dakin [Dakin, 1965]. The resolution of mixed-
integer quadratic programs was studied by many authors, for example [Lazimy, 1985,Flippo 
and Rinnoy Kan, 1990, Fletcher and Leyffer, 1998]. In the paper by Fletcher and Leyffer 
[Fletcher and Leyffer, 1998], the branch and bound method was applied for solving mixed-
integer quadratic programs, allowing obtaining better experimental results than the other 
methods. 

In this paragraph, we consider programs in the form: 





where μ1, μ2 and μ3 are the weighting coefficients. In this example, μ1,μ2 and μ3 were chosen 
equal to the inverse of steady state performance index of each separate subsystem controlled 
through a bus having an infinite bandwidth (μ1 = 2.9, μ2 = 0.13 and μ3 = 0.016). 
Remark 4.1. The use of a resource-limited shared communication medium for the transmis-
sion of the control commands to the distributed actuators introduces a coupling between the 
three subsystems, which requires the weighting of the relative importance of each subsys-
tem using coefficients μ1, μ2 and μ3. This contrasts with the optimal control problem without 
communication constraints, where these constants have no impact on the optimal control of 
the three independent subsystems. 

The length of the optimal control and communication sequences is N = 100. An optimal 
solution with an error bound of 1 x 10 - 5 was required. The global system is started from 
the initial state x(0) = [1 0 1 0 1 0 0 0]T. Its responses are depicted in Figures 4.2 and 4.3. 
The optimal schedule is depicted in Figure 4.4. In this schedule, δi = 1 means that the bus is 
dedicated to the transmission of control signal μi. 

The first network slots are mainly dedicated to subsystem S(1) until it is stabilized. It 
may be observed that subsystem S(2) which is open-loop stable and whose response time is 
bigger than S ^ , needs only three time slots to be stabilized. After the stabilization of subsys-
tems S(1) and S(2) network resources are entirely dedicated to the stabilization of subsystem 
S(3). When subsystem S(3) is close to the equilibrium state (from t = 0.13 s), then its control 
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signals changes are minor. Consequently, the scheduling has no significant impact on con-
trol, because control signals of the three subsystems are relatively constant, which explains 
the shape of the scheduling diagram, after t = 0.13 s. However, this optimal schedule is 
dependent on the initial conditions. If the initial condition x(0) is modified, then the optimal 
control and schedule would be different. It is clear that such an open-loop schedule, which 
is generated off-line, cannot be applied at run time as static schedule. In fact, assume that 
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subsystem S(1) is disturbed at t — 0.024 s. Observing the schedule, no slots are allocated to 
the transmission of the messages of subsystem S(1) between t = 0.024 s and t = 0.128 s, 
which would induce performance degradations. 

These observations show that in the same way as the optimal control, the optimal sched-
uling depends on the current state of the system. Consequently, fixed schedules may not be 
optimal if the system is started from another initial state or if it is disturbed at runtime. 

4.6 Conclusion 

In this chapter, we have first studied the problem of the optimal control, for a given fixed 
finite communication sequence. Then, we have formulated and solved the problem of the 
joint optimization of control and scheduling, for a given initial state. The numerical exam-
ples illustrating this method have shown that the obtained optimal schedule is extremely 
dependent on the chosen initial state x(0). 

These observations show that in the same way as the optimal control, the optimal sched-
uling depends on the current state of the system. However, from a computer science point of 
view, off-line scheduling has many advantages, essentially because it consumes few comput-
ing resources and does not induce execution overheads. In order to obtain off-line schedules 
that are optimal from a certain point of view, it is necessary to use performance criteria that 
depend on the intrinsic characteristics of the system, not on a particular initial state. This 
will be the objective of the next chapter. 

Nevertheless, this dependency between the optimal schedule and the plant state may be 
seen as promising way for improving the quality of control by means of plant state-based 
scheduling algorithms. The design of such algorithms will be studied in Chapter 6. 



5 
Optimal integrated control and off-line 

scheduling of resource-constrained systems 

5.1 Introduction 

In order to formulate the joint problem of the optimal control and off-line scheduling, in ad-
dition to the modeling of the resource limitations and the representation of the system's dy-
namics, it is necessary to choose an adequate criterion of performance. The previous studies 
(illustrated in Chapter 4), which were carried out on the joint problem of the optimal control 
and scheduling, starting from a given initial condition, have shown that the optimal sched-
ule is extremely dependant on the chosen initial state of the controlled dynamical system. 
This dependence may be exploited by the on-line scheduling algorithms in order to improve 
the control performance. But when only a fixed schedule is desired, it is necessary to use 
performance criteria that depend on the intrinsic characteristics of the system, not on a par-
ticular evolution or initial state. The use of the well-known H2 norm provides a solution to 
meet these objectives. In fact, using this performance index, the obtained off-line schedules 
will be independent from any initial condition. Moreover, the results may be easily trans-
posed to an LQG context [Doyle et al., 1989], Intuitively, a H2 optimal off-line schedule may 
be seen as a "mean square schedule", obtained when all the system' components are uni-
formly disturbed by a zero mean unit intensity Gaussian white noise. Off-line schedules are 
generally periodic. For that reason, we will focus on T-periodic resource constrained systems. 
A T-periodic resource constrained system is a resource-constrained system whose sched-
uling is performed according to a T-periodic communication sequence and whose control is 
ensured by a T-periodic linear discrete-time controller. 

In this chapter, we first define the H2 norm of T-periodic resource-constrained systems. 
Based on this definition, we propose a method for the joint control and off-line scheduling 
in the sense of the H2 criterion. We show that this problem may be decomposed into two 
sub-problems, which may be solved separately. The first sub-problem aims at determining 
the optimal off-line scheduling in the sense of the H2 criterion and may be solved using the 
branch and bound method. The second sub-problem aims at determining the optimal control 
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gains and may be solved using the optimal periodic control theory. The proposed approach 
is illustrated in a numerical example and methods for the improvement of its computational 
complexity are proposed and discussed. 

5.2 H2 norm of resource-constrained systems 

In this section, we describe the different steps allowing the definition and the computation of 
the H2 norm of a T-periodic resource-constrained system. Taking into account the commu-
nication constraints, a T-periodic resource-constrained system may be viewed as a sampled-
data model of a continuous-time LTI system controlled by a T-periodic linear discrete-time 
controller. In order to compute its H2 norm, a sampled-data model of system (3.2) is first 
established. The particularity of this sampled-data model is that its H2 norm (computed in 
the discrete-time domain) is identical to the H2 norm of the continuous-time LTI system (3.2) 
(computed in the continuous-time domain), when they are both controlled by a discrete-time 
LTI controller. Based on this sampled-data model, and on the periodicity of the scheduling 
and control, the H2 norm of a T-periodic resource-constrained system is defined. Before pre-
senting the definition of the H2 norm of a T-periodic resource-constrained system, the basic 
definitions of the H2 norm of a continuous-time LTI, discrete-time LTI and sampled-data 
systems are presented. 

5.2.1 Standard extended model definition 

Consider the continuous-time LTI plant defined in equations (3.2) (Chapter 3) and the per-
formance criterion (4.1) that was assigned to it in Section 4.2 of Chapter 4. The performances 
of the controlledj)lant may be expressed as the power of continuous-time signal zc(t). In 
fact, let Qc and Rc be the matrices obtained by the Choleski decomposition of Qc and Rc 

(defined in equation (4.1) in Chapter 4). Then the following relation is obtained 
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An extended model that takes into account both the state and output equations (3.2) as well 
as the quality output zc is given by 

• wc represents the exogenous inputs, 

• uc represents the control inputs, 

• zc represents the controlled outputs, 

• yc represents the measured outputs. 

Naturally, as Gc is linear and possesses two types of inputs (wc, uc) and two types of 
outputs (zc, yc), it may be partitioned following: 

zc= G11cwc + G12cuc (5.2a) 
yc = G21cwc + G22c uc (5.2b) 
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If we denote by H(s) the transfer function (in the Laplace domain) corresponding to the 
linear operator H, then the expressions of transfer functions of G11c, G12c, G21c and G22c are 
given by 



Definition 5.3. The generalized H2 norm of a sampled-data system is defined over all the 
stabilizing discrete-time LTI controllers K by 

5.2.5 Computation of the H2 norm of a sampled-data system 

The computation of the H2 norm of a sampled-data system may be reduced to the computa-
tion of the H2 norm of a discrete-time LTI system. In the following, we present the method 
of [Khargonekar and Sivashankar, 1991], allowing computing the H2 norm of a sampled-data 
system from the H2 norm of an equivalent discrete-time LTI system. We will describe there-
after the different steps allowing building the state-space model of this equivalent discrete-
time system. 

Let S1 and S2 the n x s1 and r x s2 matrices such that 



5.2.6 H2 norm of periodically scheduled resource-constrained systems 

Taking into account the communication constraints, and assuming that the full state vector is 
available to the controller at each sampling period and that the scheduling of the controller-
to-actuators link is performed by a maximal T-periodic communication sequence, the open-
loop model of a T-periodic resource-constrained system may be described by the following 
extended model: 

I 

Matrices A, B1, B2, C1, D12 and D22 are computed using the discretization approach of the 
previous paragraph. We will assume, in this chapter, that there exists a maximal T-periodic 







5.3.2 Solving of the optimal control subproblem 

When the controller has full access to the state, and when the disturbances cannot be mea-
sured, the optimal H2 controller becomes identical to the optimal LQR controller [Chen and 
Francis, 1995]. Knowing the optimal off-line communication sequence , finding the 
optimal control boils down to the solving of the optimal control problem over an infinite 
horizon for a fixed communication sequence. The general solution to this problem was de-
scribed in Section 4.4 of Chapter 4. The solving of this problem leads to the optimal sequence 



Using the approach of Section 5.2.5, the equivalent sampled-data model at the sampling 
period Ts = 1 ms was derived. This equivalent model was used in the H2 optimization. 

The optimal solutions, corresponding to different choices of the period T are illustrated 
in Table 5.1. The relative optimality gap of the used branch and bound algorithm is equal to 
10 - 5 , which means that the best-obtained solution will be considered as an optimal solution 
if the difference between its cost and the lower bound of the true optimal cost is less than 
0.01%. The computations were performed on a PC equipped with a 3.6 GHz Intel Pentium 
processor and 1 GB of RAM. The optimization problem was solved using the solver CPLEX 
(Release 9.1.0) from ILOG. In this particular implementation of the optimization algorithm, 
H must be a multiple of T. It is sufficient to choose H greater than 27 to guarantee a maximal 
absolute error 

In Table 5.1, the column CPU Time indicates the time needed by the optimization algo-
rithm to finish. The algorithm finishes when it proves that the best obtained solution is close 
enough to the lower bound of the true optimal solution (i.e. the relative difference between 
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Table 5.1: Optimal H2norm as a function of the period T - exact discretization 

Period T H H2 norm Optimal Schedule CPU Time (s) 

2 28 10.3271 12... 20 

3 30 9.0312 112... 144 

4 28 9.7701 1112... 206 

5 30 9.4861 11212... 343 

6 30 9.0312 112112... 541 
7 28 9.3481 1121121... 696 

8 32 9.3176 11211212... 1746 

9 27 9.0312 112112112... 1102 

10 30 9.2538 1121121112... 3191 

the best obtained solution and the true optimal one is less than the specified relative optimal-
ity gap). Theses results indicate that the minimal optimal schedule is of length T = 3. The 
length of the optimal schedules which gives the best H2 norm (H2 = 9.0312) is a multiple of 
3. The resource allocation depends on the dynamics of the subsystems and on their sensitiv-
ity to the Dirac impulse disturbance of the H2 performance evaluation. It is clear from the 
used definition of the H2 norm that a circular permutation of an optimal schedule remains 
optimal. 

When the required the CPU time in the last column of Table 5.1 is analyzed, it may be 
remarked that the contribution of the time needed to solve the relaxed root problem is very 
important. For example, the continuous relaxation of the root problem in the case T = 2 
takes 13 s, whereas the total CPU time is 20 s. For T = 3, it takes 139 s whereas the total 
CPU time is 144 s. Since our objective is to find primarily an optimal off-line schedule, it 
is worth questioning whether this extreme precision in the discretization is necessary for 
our objective. In fact, the exact discretization causes the loss of the sparsity of the original 
problem. This loss of sparsity increases the time needed to perform the continuous relaxation 
of the obtained subproblems, which constitutes the major part of the bounding phase of the 
branch and bound algorithm. For example, the exact discretization of the continuous-time 
cost function (4..1) leads to the matrices C1 and D12 such that 



Period T H H2 norm Optimal Schedule CPU Time (s) 

2 28 11.2703 12... 6 

3 30 9.7650 112... 11 

4 28 10.2593 1112... 18 

5 30 10.3372 11212... 38 

6 30 9.7650 112112... 65 

7 28 9.9447 1121121... 86 

8 32 10.1259 11211212... 182 

9 27 9.7650 112112112... 299 

10 30 9.8908 1121121112... 400 

tical to the results of the optimization using the exact discretization. The column CPU Time 
indicates the required CPU time using the default parameters of the solver. The computation 
time is essentially spent in order to prove that the obtained solution is optimal. In compari-
son to the exact discretization case, the relaxation of the root problem takes 0.25 s for T = 2 
and 0.47 s for T = 3 when the approximate discretization is employed. The improvements 
in computation time that are due to the use of the approximate discretization are very sig-
nificant and vary from 70% to 92%. In general, further improvements may be obtained if a 
feasible initial solution is used to prune the tree. This will be illustrated in Chapter 8. In this 
particular example, since the optimal solution is found quickly by the algorithm, the use of 
these initial solutions does not contribute to a significant improvement in computation time. 

5.4 Conclusion 

In this chapter, we have motivated the use of the H2 performance index as criterion allow-
ing the optimal integrated control and off-line scheduling of resource-constrained systems. 
The H2 norm of a periodically off-line scheduled resource-constrained system was defined. 
Based on this definition, a new method for solving this problem was proposed. This method 
relies on the decomposition of the optimal control and off-line scheduling problem into two 
independent subproblems. The first subproblem aims at the finding of the optimal cyclic 

I 
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schedule and is solved using the branch and bound method. The second sub-problem uses 
the result of the first sub-problem to determine the optimal control gains, applying the lift-
ing technique. This method was evaluated through a numerical example and techniques 
allowing improving its efficiency were proposed. 



6 
Optimal integrated control and on-line 

scheduling of resource-constrained systems 

6.1 Introduction 

As illustrated in the considered numerical results of the optimal integrated control and 
scheduling problem, in Chapter 4, the optimal scheduling is closely dependent on the dy-
namical state of the controlled systems. This dependence confirms the intuition that the most 
disturbed plants have always more important "needs" in terms of communication resources 
than the plants that are at the equilibrium. By using on-line scheduling algorithms, it is pos-
sible to exploit this dependency to achieve a better control performance, thanks to a more 
efficient use of the available resources. 

In this chapter, we consider a resource-constrained system S where the full state vec-
tor x(k) is available to the controller at each sampling period. We first propose the use of the 
model predictive control approach as an algorithmic solution allowing computing on-line, at 
the same time, the optimal values of the control signals and the communication scheduling 
of resource-constrained systems. In opposition to [Palopoli et al., 2002a], control signals that 
could not be updated are held constant (and not put to zero), a quadratic cost function (and 
not linear function) is used to evaluate the control performance and the ability of the adap-
tive scheduling to improve the performance of sampled-data systems (instead of discrete-
time systems) is demonstrated. However, the on-line solving of the optimization algorithm, 
which is required by the MPC approach, is very costly. For that reason, an on-line scheduling 
algorithm, called OPP is proposed. While being based on a pre-computed optimal off-line 
schedule, OPP makes it possible to allocate on-line the communication resources, based on 
the state of the controlled dynamical systems. It is shown that under mild conditions, OPP 
ensures the asymptotic stability of the controlled systems and enables in all the situations the 
improvement of the control performance compared to the basic static scheduling. Further-
more, under these conditions, the determination of OPP control and scheduling amounts to 
comparing a limited number of quadratic functions of the state. Finally, OPP is applied to a 
typical example of a distributed control system: the active suspension of car. 

71 
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6.2 Model predictive control of resource-constrained systems 

6.2.1 Problem formulation 

Open-loop optimization problems, like those described in Chapter 4, constitute the corner-
stone of a successful control method: the model predictive control (MPC). MPC has strong 
theoretical foundations, and many interesting properties that make it suitable to address 
constrained control problems. However, its main drawback is that it requires very expen-
sive computational resources, which make it only applicable to slow systems, like chemical 
processes. Model predictive control is the standard approach to control MLD systems [Bem-
porad and Morari, 1999]. Its application to this particular problem was motivated by: 

• The need to optimize simultaneously control actions and network scheduling, in order 
to achieve a better quality of control than the static network allocation schemes. 

• The need for a control law that changes on-line the "actuation period" in order to 
improve the quality of control. This requires that these variations are taken into account 
by the control law [Marti et al., 2001]. 



Proof. The proof may be easily performed following the same ideas of the proof of the suf-
ficient stability conditions for the model predictive control of MLD systems stated in [Bem-
porad and Morari, 1999]. • 

6.2.2 Optimality 

The optimality of the model predictive controlled may be proved if an infinite horizon cost 
function , is used and if the prediction horizon N is chosen 
infinite. At each time step k, and for any extended state x(k), the model predictive controller 
over an infinite horizon computes the optimal solutions v*(k) and (k) that minimizes the 
cost function , subject to the communication constraints. Its optimality di-
rectly results from the Bellman optimality principle, which states: "An optimal policy has the 
property that whatever the initial state and the initial decision are, the remaining decisions must 
constitute an optimal policy with respect to the state resulting from the first decision." 

In many practical situations, it is sufficient to choose the prediction horizon N bigger 
enough than the response time of the system to get a performance that is close to the optimal-
ity. This is possible when the virtual sequences of the optimal control commands, which are 
computed at each sampling period, converge exponentially to zero as the horizon increases. 
The obtained finite horizon solution will then approximate the optimal infinite horizon so-
lution. 

6.2.3 A numerical example 

In order to illustrate the proposed approach and to study the interdependency of control 
and scheduling, especially the relationship between the state space vector of the plant and 
the optimal network allocation, consider the continuous-time LTI system described by the 
state matrix 

and the input matrix 



Subsystems S(1) and S(2) being identical, an optimal off-line schedule should fairly share 
the available resources between them. In order to apply this strategy, optimal sampled-data 
controllers (at the sampling period of 4 ms) were devised. 

This static scheduling strategy is compared to an adaptive scheduling strategy that is 
based on the model predictive control algorithm. The MPC relies on a plant discrete-time 
model at the period of 2 ms. The prediction horizon N is equal to 14 (and is greater than the 
global system response time). A sub-optimal solution with a relative error bound of 1 x 10 - 5 

was required for the branch and bound solver, which is used by the MPC. 
Figure 6.1 compares the evolution of the state variables of subsystem S(1) {x1 and x2) 

and those of subsystem S(2) (x3 and x4 )corresponding respectively to the application of the 
static strategy (SS), and to the use of the model predictive controller (MPC). The accumulated 
cost functions corresponding to these responses are depicted in Figure 6.2. The initial state 
is [1 0 — 0.2 0]T. At instant t = 20 ms, subsystem S(1) is severely disturbed. 

These results show that significant improvements in control performance are achieved 
by the adaptive scheduling scheme, compared to the static fair network allocation. In order 
to understand the reasons behind these improvements, it is necessary to analyze the opera-
tion of the model predictive controller. For that, consider the controller-to-actuators schedule 
corresponding the use of the MPC algorithm (in Figure 6.3). Figure 6.4 describes the static 
off-line schedule. At t = 0 s, subsystem S(1) has the greatest deviation from the equilib-
rium position. In order to optimize the cost function, the MPC allocates the two first slots 
to the transmission of the control signal u1, which contrasts with the static strategy, where 
resources are pre-allocated independently on the dynamical state of the controlled plants. 
Next, when the two subsystems reach approximately the same "distance" from the equi-
librium, the network bandwidth is allocated fairly. At t = 20 ms, when subsystem S(1) is 
disturbed (subsystem S(2) being at the equilibrium), the model predictive controller quickly 
reacts by allocating 11 consecutive slots to the transmission of the control command u1. This 
contrasts with the operation of the static strategy, where half of the bandwidth is allocated to 



subsystem S(2) which is at the equilibrium. This aptitude of the model predictive controller 
to change the "actuation period" comes from its capacity to compensate the control com-
mands for these changes. This dynamic allocation of the resources (as well as the automatic 
compensation of the control commands) make it possible to reject disturbances in a much 
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more powerful way, contributing to the significant improvement of the quality of control (as 
illustrated to the Figure 6.2). 

These results illustrate the abilities of the model predictive controller to play the role of an 
adaptive controller-scheduler, as well as its aptitudes to improve the quality of control com-
pared to any off-line scheduling strategy. These improvements manifest themselves by bet-
ter disturbance rejection capabilities, which are due to the ability of the adaptive scheduling 





Figure 6.5: Illustration of the notion of pointer 

The idea behind the OPP scheduling heuristic is that instead of finding an optimal solu-
tion to Problem (6.1), the search is restricted to the finding of a sub-optimal solution, based 
on an optimal off-line schedule, over a horizon N (which is assumed to be a multiple of T), 
according to the following problem: 
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6.3.2 A numerical example 

In order to illustrate the effectiveness of the OPP scheduling algorithm, the example of Sec-
tion 4.5.3 of Chapter 4 is reconsidered. The control performance corresponding to the use of 
a static scheduling (SS) algorithm, OPP and MPC is compared. Static scheduling and OPP 
algorithms use the communication sequence 

The period T of the schedule is equal to 6 and the horizon N of the OPP and MPC algorithms 
is equal to 60. A sub-optimal solution with a relative error of 1 x 10 - 5 was required for the 
MPC algorithm. Global system responses corresponding to state variables x1, x3, x5 and 
(the positions) are depicted in Figure 6.6. The accumulated continuous-time cost functions 
corresponding to these responses are illustrated in Figure 6.7. 

The global system is started from the initial state [ 1 0 1 0 1 0 0 0]T. The three subsys-
tems S(1) S(2)and S(3)converge progressively to the steady state. At t = 0.14 s, the subsys-
tem SW is disturbed. This deviation is quickly corrected. The best response is achieved by 
the MPC. However, this algorithm cannot be implemented in practice, because the required 
computation time is too long (a few seconds at each step in this example, on a PC equipped 
with an Intel Celeron processor cadenced at 2.2 GHz). For N = 60, the number of admissi-
ble maximal communication sequences is 360 = 4.23 x 1028. The fact that the used branch 
and bound algorithm finishes in few seconds shows its efficiency to address this particular 
problem. The OPP algorithm significantly improves the control performance with respect to 
the static scheduling algorithm, requiring fewer computing resources than the MPC. In fact, 
using the OPP scheduling algorithm, the maximum number of possible communication se-
quences is equal to T = 6. 

The schedule obtained by the OPP and MPC algorithms are respectively depicted in Fig-
ures 6.8 and 6.9. At t = 0 s, the OPP scheduling algorithm chooses to reserve the first slot 
to subsystem S(3). This choice contributes to the improvement of its performance and that 
of the global system (shown in Figure 6.6). MPC and OPP have the ability to change on-line 
the "actuation period" of each subsystem. MPC may compensate for these changes. Conse-
quently, the scheduling pattern is irregular. Network slots are allocated in order to improve 
the control performance. When a subsystem is closer to the equilibrium, then its control com-
mands remains constant and they may be sent less frequently over the network. That's why 
the MPC algorithm does not allocate network slots to subsystems in the equilibrium, when 
other subsystems are "far" form the steady state. At t = 0.14 s, when the subsystem S(1) 

is disturbed, OPP and MPC algorithms allocates the network slots mainly for the transmis-
sion of the control command of subsystem S(1) allowing to react earlier and quicker to the 
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disturbance. This contrasts with the static scheduling algorithm, where the allocation of the 
network resources is independent from the dynamical state of the subsystems. 

Finally, the three subsystems are disturbed with a band limited white noise characterized 
by a noise power of 0.1 and a correlation time of 1 x 10 -5 . Simulation results are depicted in 
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Figure 6.10. Performance improvements using the OPP and the MPC algorithms are similar 
to those observed in the previous simulations. 
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Figure 6.10: Accumulated continuous-time cost functions resulting from a band limited 
white noise disturbance 

6.3.3 Optimal pointer placement over infinite horizon 

If the horizon N is infinite, the OPP scheduling algorithm presents interesting properties: its 
implementation becomes simpler and a formal proof of its stability may be given. Moreover, 
it may also be proven that the quality of control obtained using OPP is always better or 
similar (in the worst-case) compared to the quality of control obtained using its basic static 
scheduling algorithm. 

The simplification of OPP comes from the relation between the expression of the cost 
function over an infinite horizon (corresponding the use of a T-periodic communication 
sequence) and the solution of the discrete algebraic periodic Riccati equation over an infinite 
horizon described in Section 4.4 of Chapter 4. This relation is formalized by 
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at stage l. 
At stage l, according to the OPP strategy, the pointer position p*(l) will be chosen such that 

6.4 Optimal pointer placement scheduling: application to a car sus-
pension system 

In this section, the OPP scheduling algorithm is applied to a distributed active suspension 
controller. The considered controller is based on a full-vehicle model and is implemented 
on a central processor. The controller sends the control commands to four hydraulic actua-
tors located on the vehicle's corners through a bus subject to bandwidth limitations. In the 
following, the considered active suspension model is described, the control design method-
ology is illustrated and finally the OPP scheduling strategy is evaluated and compared to a 
fair static scheduling strategy. 

6.4.1 The suspension control system 

The simulated model (Figure 6.11) was adopted from [Chalasani, 1986]. It consists of a seven 
degree-of-freedom system. In this model, the car body, or sprung mass, is free to heave, 
roll and pitch. In order to obtain a linear model, roll and pitch angles are assumed to be 
small. The suspension system connects the sprung mass to the four unsprung masses (front-
left, front-right, rear-left and rear-right wheels), which are free to bounce vertically with 
respect to the sprung mass. The suspension system consists of a spring, a shock absorber 
and a hydraulic actuator at each corner. The shock absorbers are modeled as linear viscous 
dampers, and the tires are modeled as linear springs in parallel to linear dampers. 

In order to describe this system, fifteen variables need to be considered: 

xC1 : heave velocity of the center of gravity of the sprung mass 
xC2 : pitch angular velocity of the sprung mass 
xC3 : roll angular velocity of the sprung mass 
xC4 : front-left suspension deflection 
xC5 : rear-left suspension deflection 
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Road disturbances acting on the four vehicle wheels consist of height displacement in-
puts and height velocity inputs defined with respect to 
an inertial reference frame. 

The suspension model has seven degrees of freedom. Consequently, only fourteen state 
variables are needed to describe it. The extra variable may be eliminated if the wheel deflec-
tions are expressed as a function of three state variables xCl2, xCl3 and xCl4 and of the road 
disturbances as illustrated in [Chalasani, 1986]. 

Applying a force-balance analysis to the model in Figure 6.11, the state equation may be 
derived from the equations of motion and is given by 

where 

(6.17) 
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6.4.2 Active suspension control law 

The control design for a vehicle's active suspension aims to maximize the driving comfort 
(as measured by sprung mass accelerations) and the safety (as measured by tire load varia-
tions) under packaging constraints (as measured by suspension deflections). However, com-
fort and safety are two conflicting criteria [Rettig and von Stryk, 2001]. We adopt the control 
design methodology of [Chalasani, 1986], who divides the control design problem for a ve-
hicle's active suspension into two sub-problems: 

• The design of the ride controller, whose role is to improve ride comfort by isolating the 
sprung mass from road disturbances. The ride controller has also to maintain a suffi-
cient contact force between the tires and the road to insure convenient road holding. 

• The design of the attitude controller, responsible of maintaining load-leveling, per-
forming convenient load distribution and controlling roll and pitch angles during ve-
hicle maneuvers (roll during cornering and pitch during breaking and acceleration). 

In this section, the ride controller part of the suspension controller is considered. The used 
ride controller is a linear quadratic regulator which aims at minimizing the following cost 
function: 

where and are weighting factors and 

y1: vertical acceleration of the sprung mass 
y2 : pitch angular acceleration of the sprung mass 
y3 : roll angular acceleration of the sprung mass 
y4: sum of the suspension deflections at the four corners 
y5 : difference between the suspension deflections at the right- and left- hand sides 
y6 : difference between the suspension deflections at the front and rear of the vehicle 
y7 : difference between the suspension deflections at the diagonally opposite corners 
y8 : sum of the velocities of the unsprung masses 
y9 : difference between the velocities of the unsprung masses on the left- and right-hand sides 
y10 : difference between the velocities of the unsprung masses at the front and rear of the vehicle 
y11 : difference between the velocities of the unsprung masses at the diagonally opposite corners 
y12 : wrap torque acting on the sprung mass. 

6.4.3 Simulation setup and results 

The communication network connecting the controller to the actuators is subject to com-
munication constraints: only a control command can be sent to an actuator every 10 ms. A 

(6.18) 



6.4. Optimal pointer placement scheduling: application to a car suspension system 87 

simple approach to tackle this problem is to send the control commands alternately accord-
ing to the periodic communication sequence 

Using this communication sequence, the discretized model of the controlled car sus-
pension system becomes periodic. Applying the methodology described in Chapter 4, Sec-
tion 4.4, the optimal periodic control gains may be derived. 

The suspension system is evaluated by subjecting the left side of the vehicle to a "chuck 
hole" discrete road disturbance [Chalasani, 1986] (Figure 6.12). The vehicle speed is equal to 
40 km/h. First, the performance of the designed active suspension controller is evaluated 

Figure 6.12: "Chuck hole" road disturbance 

and compared to the passive suspension. Then, the performance of the OPP algorithm is 
compared to that obtained by the application of the static scheduling (SS) algorithm. OPP 
and the static scheduling algorithm are both based on the communication sequence and 
control gains described above. Heave, roll and pitch velocity responses are illustrated in 
Figures 6.13 and 6.14. 

From these simulation results, it may be seen that the active suspension induces an im-
portant improvement of the ride performance compared to the passive suspension (smaller 
and better damped velocities and thus accelerations). The responses using the OPP algo-
rithm show a slight improvement with respect to the static scheduling (SS) algorithm. The 
improvements in ride comfort shown by the active suspension are obtained with suspension 
and tire deflection levels which are close to those obtained with the passive suspension (the 
rear-right suspension and tire deflections are depicted in Figure 6.15). 
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Finally, the quadratic cost functions corresponding to the ideal continuous time LQR 
controller, the static scheduling algorithm and the OPP scheduling algorithm are compared 
in Figure 6.16. The steady state cost function values corresponding to the static scheduling, 
OPP and to the ideal implementation are respectively equal to 4459, 4122 and 3290. Con-
sequently, the improvements in terms of quality of control that were achieved by the OPP 
algorithm are equal to 28.8%. These improvements are significant, but not as "spectacular" 
as those observed in the previous example because the different components of the suspen-
sion system are tightly coupled: a disturbance affecting a single wheel influences all the state 
variables of the system. 
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Figure 6.16: Quadratic cost functions corresponding to the active suspension (controlled with 
the static scheduling, with the OPP algorithm and using an ideal implementation) 

6.4.4 Real-time implementation aspects of the OPP over infinite horizon algo-
rithm 

The OPP over infinite horizon algorithm requires the on-line evaluation of T quadratic func-
tions of the extended state vector . The computational complexity is linear with respect 
to the period of the sequence, quadratic with respect to the extended state (like a classical 
state-feedback control law) and independent of the size of the horizon. In the case of the sus-
pension example, the additional computational requirements of OPP are approximately 4.3 
times those required by the state feedback operation . Using OPP follows the 
idea of trading additional computations for a more efficient use of network resources [Yook 
et al., 2002], Further reducing the computational requirements is a both a difficult and inter-
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esting research issue. The application of multi-parametric programming techniques to the 
optimal control of hybrid systems have been recently considered [Borrelli et al., 2005]. In [Jo-
hansen and Grancharova, 2002], an approximate solution to the model predictive control of 
linear systems with input and state constraints was proposed. This method is based on the 
partitioning the state space onto hypercubes which may be further partitioned in order to 
meet on the cost function approximation error bounds and constraints violations bounds. 
By imposing an orthogonal search tree on the partition, the on-line computational require-
ments are significantly reduced with respect to the true optimal explicit MPC law. The search 
method is logarithmic with respect to the number of regions, but this number may augment 
exponentially with respect to the state vector size. The memory requirements, which are 
needed to the storage of this partitioning information and of the state-feedback control law 
parameters, are also tightly dependent on this number of regions. This problem is tractable 
for low dimensional systems but it may be problematic for problems like that treated in this 
paper. The difference between this approach and that of [Johansen and Grancharova, 2002] 
resides in the fact that we explore the set of pointer positions, which is in general, and par-
ticularly in this application, less complex than the state space. This considerably reduces the 
computational complexity. 

6.4.5 Implementation aspects of the distributed suspension model, using state 
of the art methods 

The study of the practical implementation of the considered distributed active suspension 
model, based on state of the art methods, was undertaken in [Ben Gaid et al., 2004, Ko-
cik et al., 2005, Ben Gaid et al., 2006a], The Controller Area Network bus was deployed to 
ensure the information exchange between the distributed components. In [Ben Gaid et al., 
2004, Ben Gaid et al., 2006a], the tool TRUETIME [Andersson et al., 2005,Cervin et al., 2003] 
was used to simulate these implementations. The impact of messages priorities on control 
performance was studied in [Ben Gaid et al., 2004]. It was shown that the assignment of 
some messages priorities, which may be chosen arbitrarily from a real-time scheduling point 
of view, may have a considerable impact on the robustness of system. In [Kocik et al., 2005], 
the control performance resulting from different implementation choices of the suspension 
system were studied. It was shown that synchronous implementations achieve the best con-
trol performance. In [Ben Gaid et al., 2006a], the impact of the traffic that is generated by the 
other unrelated network nodes on the control performance of the suspension system was 
studied, as a function of the available bandwidth resources. 

6.5 Conclusion 

In this chapter, we have presented an algorithm, based on the model predictive control ap-
proach, allowing assigning on-line the optimal values of the control inputs and the sched-
uling inputs of resource-constrained systems. Focusing on its practical implementation as-
pects, such as its computational requirements, we have proposed a more efficient heuristic, 
called OPP. Using a pre-computed off-line schedule, OPP is able to assign on-line the values 
of the control inputs and the scheduling inputs based on the plant state information. The 
computational requirements of this heuristic are considerably reduced compared to those 
of the model predictive control approach. We have proved that if some mild conditions are 
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satisfied, then OPP guaranties the stability of the system and performance improvements 
compared to its basic off-line schedule. We have shown that the use of the periodic optimal 
control theory in the design of the control gains that will used by OPP leads to a significant 
simplification of its implementations, which boils down to the comparison of T quadratic 
cost functions, T being the period of the basic off-line schedule. The OPP scheduling algo-
rithm was finally applied to a distributed control system: the active suspension controller of 
car. 



7 
Trading quantization precision for sampling 

rates 

7.1 Introduction 

In this chapter, we refine the previously considered model of resource-constrained systems 
to take into account quantization aspects and mainly focus on performance considerations 
in presence of information limitations. The communication constrains are modeled at the bit 
level, in bits per second. Using this modeling, we have to determine the control inputs that 
have to be updated as well as their quantization precision. In general, increasing the sam-
pling frequency improves the disturbance rejection abilities whereas increasing the quantiza-
tion precision improves the steady state precision. However, when the bandwidth is limited, 
increasing the sampling frequency necessitates the reduction of the quantization precision. 
In the opposite, augmenting the quantization precision requires the lowering of the sam-
pling frequency. Motivated by these observations, an approach for the dynamical on-line 
assignment of sampling frequencies and control inputs quantization is proposed. This ap-
proach, which is based on the model predictive control (MPC) philosophy, enables to choose 
the sampling frequency and the quantization levels of control signals from a predefined set, 
in order to optimize the control performance. Naturally, handling dynamically the quan-
tization precision requires some communication resources and some extra computational 
resources. Consequently, we have to jointly handle the computational complexity, the proto-
col bandwidth consumption and performance improvements. In order to limit the inherent 
complexity of the proposed protocol, we suppose that the quantization choices of the in-
put control signals belong to a reduced finite set, which may be chosen by the designer in 
order to ensure the stability and to comply with the computational requirements. At each 
sampling period, quantization possibilities may be chosen from this set. This contrasts with 
the approach of [Goodwin et al., 2004], where the quantization precision of control signals is 
fixed. The proposed approach aims to capture the intuitive notion that high sampling rates 
improve the disturbance rejection and the transient behavior whereas the fine quantization 
improves the static precision near the origin [Elia and Mitter, 2001]. The proposed method 
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allows to dynamically choosing the pertinent control information to send, knowing the plant 
state and subject to the communication constraints. 

7.2 Problem Formulation 

Consider the continuous-time LTI system described by the state equation 

Figure 7.1: Information pattern 

properly encoded before their transmission over the network. This function is performed 
by the encoder, which converts these control inputs into a sequence of binary symbols. The 
transmitted information is then decoded by the decoder and applied to the inputs of the 
plant through a zero order holder (ZOH). Finally, we assume that the inputs of the plant are 
subject to saturation constraints at the actuators, which are defined by 

(7.4) 

We assume that the pair (A, B) is reachable and that the full state vector x(k) is available 
to the controller at each sampling period. 

The controller is connected to the actuators of the plant through a limited bandwidth 
communication channel. At each sampling period Ts, at most R bits can be sent to the ac-
tuators through the communication channel. The considered communication scheme is de-
scribed in Figure 7.1. The control inputs, which are computed by the controller, need to be 

In the following, this information pattern (depicted in figure 7.1) is formally described. 

7.2.1 Quantization aspects 

The quantization is the process of approximating a continuous range of values into a rel-
atively small finite set of discrete values, called reconstruction levels (or quantization levels). 
In this chapter, the quantization is performed using mid-tread uniform quantizers, which are 
characterized by an odd number of reconstruction levels (which include the value of zero). 
Let u a bounded continuous scalar signal verifying 
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and the input matrix 

This system is composed of two independent and identical open-loop unstable sub-systems. 
The design criteria of the ideal controller for the closed-loop system are defined by the ma-
trices Qc = Diag(30,10,30,10) and Rc = Diag(l, 1). The communication channel linking the 
controller to the two distant actuators has a bandwidth of 5 kbps, which means that every 
2 ms, at most 10 bits of information can be sent to the actuators. To tackle the problem of the 
control over this limited bandwidth communication channel, two simple solutions may be 
proposed: 

1. sending alternately 10 bits of information to a single actuator such that each actuator 
receives 10 bits every 4 ms, 

2. sending 5 bits of information to the two actuators at the same time every 2 ms. 

For the first solution, the controller was derived at the sampling period of 4 ms whereas for 
the second one, the controller was synthesized at the sampling period of 2 ms. 

Figure 7.2: System response - state x\ 

In the simulation results (depicted in Figures 7.2 and 7.3), the control performance of 
the first (Ts = 4 ms, p1 = 10 bits and p2 = 10 bits) and the second solutions (Ts = 2 ms, 
p1 = 5 bits and p2 = 5 bits) is evaluated and compared to the performance of the optimal 
sampled-data controller at 2 ms (with no quantization constraints). In these simulations, 
the global system is started from the initial condition [0.25 0 — 0.1 0]T and disturbed at 
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t = 59 ms. It may be observed that the first solution behaves badly in the transient state and 
has poor disturbance rejection abilities. In the opposite, the second solution behaves well in 
the transient state, but when the system is close to the steady state an oscillatory behavior 
appears. These limit cycle oscillations are due to insufficient quantization precision of the 
control inputs. The period of these oscillations (which is equal to 20 ms), corresponds to the 
natural frequency of the system (its eigenvalues are 5 ± j314.6 ). However, the first solution 
performs much better than the second one at the steady state. These observations are the 
motivation of the approach which will be presented in the next section, and which aims at 
dynamically assigning the number of quantization levels of the control signals in order to 
improve the control performance. 

7.3.2 On-line control and communication algorithm 

Let . The sequence is called the quantization sequence, 
and may be seen as the generalization of the notion of communication sequence first intro-
duced in [Brockett, 1995]. In opposition to the notion of communication sequence introduced 
in [Brockett, 1995] and [Hristu and Morgansen, 1999] and used in the previous chapters, 
quantization sequences considered in this chapter take into account quantization aspects. To 
each quantization sequence , a control gains sequence 
may be associated. 

Remark 7.2. The notation was used to denote a quantization sequence, which is a sta-
tic notion. The notation p(k) denotes the precision vector, which represent the quantization 
precision of a given control input u(k), at any given discrete-time instant k, and is rather a 
runtime notion. 
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Assume that a set C of quantization sequences is defined. Then, the problem of the inte-
grated control and communication may be solved on-line using the model predictive control 
philosophy. The model predictive control is an elegant solution to tackle the hybrid aspect 
of the considered model, where both the control inputs and the quantization decisions need 
to be determined at each sampling period. Model predictive control was successfully ap-
plied to the control of hybrid systems [Bemporad and Morari, 1999] and to the problems of 
integrated control and medium access allocation, as illustrated in Chapter 6. 

Using the MPC approach, an optimization problem is solved at each sampling period, in 
order to determine both the control inputs of the plant u(k) and their quantization precision 
p(k). This problem is formulated as in the set of equations (7.17) below. 
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7.3.3 Determination of the set C 

In theory, if all the quantization possibilities which satisfy the communication constraints are 
considered, the set C remains finite. However, the number of its elements may be gigantic. 
The sequences of C have to be chosen in order to perform a tradeoff between performance 
improvements and real-time computation constraints. 

In the following, the general ideas concerning the choice of the set C are described. The 
main idea is that the use of C maintains the stability and improves the disturbance rejection 
using the on-line MPC algorithm (described by equations (7.17), (7.18), (7.20) and (7.19)). To 
this end, C may be chosen as the union of two sets: 

The set of basic sequences CB 

This set is constructed based on all the possible circular permutations of a basic sequence, 
called the nominal sequence. Let the nominal sequence be 

Intuitively, the elements of this set should be sequences whose precision vectors are "ex-
tremal", in the sense that the precision of some inputs is maximal, whereas the precision of 
the remaining control inputs is zero. Using this choice, the optimal selection of quantiza-
tion and control gains sequences may be done by the methods which ignore quantization, 
such as [Rehbinder and Sanfridson, 2004,Lincoln and Bernhardsson, 2002,Zhang and Hristu-
Varsakelis, 2005] or the optimization described in Chapter 5. 

The set of reaction sequences CR 

This set has to be chosen by the designer in order to improve the responsiveness to dis-
turbances. Intuitively, the elements of these sequences should be more "equilibrated" (i.e. 
containing precision vectors whose elements share fairly the available quantization preci-
sion). In thesame way as the construction of the set CB, the set CR contains the basic reaction 
sequences as well as all their circular permutations. An example illustrating the choice of 
the reaction sequences is given in the next sub-section. 
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7.3.4 A numerical example 

In order to evaluate the proposed approach, the example of Section 7.3.1 is reconsidered. The 
parameters of the MPC algorithm are 

Control gains KA and KB were derived using the method developed in Chapter 5. Sim-
ulation results are depicted in Figures 7.4 and 7.5. It may be observed that using the MPC 
approach, the tradeoff between precision and rapidity is performed. The oscillations near 
the practical stability region are reduced and the response to the unpredictable disturbances 
improved. These improvements are due to a more intelligent choice of the number of quan-
tization levels of the control signals, which are allocated according to the state value of the 
system. 
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7.4 Conclusion 

In this chapter, another point of view of the problem of the control over limited bandwidth 
communication channels was studied. A finely grained model was adopted, ensuring the re-



104 Chapter 7. Trading quantization precision for sampling rates 

spect of the bandwidth constraints and allowing the characterization of the influence of the 
sampling frequency and quantization precision on the control performance. An efficient ap-
proach for the improvement of disturbance rejection capabilities and steady state precision 
was then proposed. This approach dynamically assigns the quantization precision of the 
control signals in order to improve the control performance, taking into account the com-
munication and computation requirements of the introduced dynamic protocol. The model 
predictive control technique that was deployed in this chapter uses a few number of quan-
tization sequences (the sequences of the set C), in its "prediction phase", in opposition to 
the model predictive controller that was deployed in Chapter 6, and that computed the pre-
dicted cost corresponding to all the possible communication sequences. Thus, the computa-
tional complexity of the MPC algorithm that was deployed in this chapter is comparable to 
that of the OPP algorithm over a finite horizon as addressed in Chapter 6. 



8 
Optimal real-time scheduling of control tasks 

based on state-feedback resource allocation 

8.1 Introduction 

In both control and real-time scheduling theories, the notion of "instantaneous computa-
tional needs" of a control application is not defined. The computational resources are conse-
quently allocated according to the "worst case needs" of these applications. This corresponds 
to the use of periodic sampling, which on one hand simplifies the design problem, but on 
the other hand leads to an unnecessary usage of some computational resources. In fact, as 
previously illustrated, a control task that is close to the equilibrium needs less computa-
tional resources that another control task that is severely disturbed. Similarly, the real-time 
design of control tasks is based on their worst-case execution time. As illustrated in [Cervin 
et al., 2002], a resource saving may be obtained if these hard real-time constraints are "con-
veniently" relaxed, since control systems may be situated in between hard and soft real-time 
systems. A significant economy in computing resources may be performed if more elaborate 
models are used by the two communities, which amounts to co-designing the control and 
the scheduling [Arzen et al., 2000,Palopoli, 2002,Marti, 2002,Cervin, 2003, Arzen and Cervin, 
2005, Simon et al., 2005,Henriksson, 2006, Xia and Sun, 2006]. 

The idea of the dynamical allocation of processor resources as a function of the plant 
state was proposed in [Marti et al., 2004], assuming that the performance index of a task 
controlling a dynamic system at a given state is proportional to its period and to the con-
trolled system's error. However, this assumption is not theoretically justified. The problem 
of the optimal on-line sampling period assignment was studied in [Henriksson and Cervin, 
2005]. An optimal periodic sampling period assignment heuristic was proposed. The feed-
back scheduler is triggered periodically and computes the optimal sampling frequencies of 
the control tasks based on a finite horizon predicted cost. However, the stability and compu-
tational complexity issues of the feedback scheduler were not addressed. 

In this chapter, the optimal integrated control and scheduling approach, which was ap-
plied in the previous chapters to the scheduling of communication resources, is generalized 
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to the problem of the real-time scheduling of control tasks. We propose a model of the single 
processor execution of control and non-control tasks. The co-design of the control and the 
real-time scheduling is performed in a two-step approach. First, an optimal off-line schedule 
is derived, using the previously described approach of the optimal H2 scheduling, taking 
into account the particular constraints that are specific to the single processor execution of 
tasks. Second, a plant state feedback scheduling approach is applied on-line. Its objective 
is to improve the control performance by quickly reacting to unexpected disturbances. Per-
formance improvements as well as stability guarantees using this approach are proven. The 
proposed method is evaluated on a comprehensive implementation model, which was sim-
ulated using the tool TRUETIME [Andersson et al., 2005]. 

8.2 Optimal off-line scheduling 

8.2.1 Problem formulation 

Consider a collection of. independent continuous-time LTI systems Assume 
that each system is controlled by a task , which is characterized by its worst-case 
execution time . Since we are interested in deriving an optimal off-line schedule, the 
scheduling decisions must be made periodically, rather than at arbitrary time instants [Liu, 
2000]. Let Tp be this elementary time period. The time line is then partitioned into intervals 
of length Tp called time slots. Control tasks may be started only at the beginning of the time 
slots. A control task may need more than one time slot to execute. In the proposed model, we 
assume that control tasks are executed non-preemptively. This assumption has two essential 
benefits. First, it simplifies the problem formulation and solving. Second, non-preemptive 
scheduling ensures a minimal and constant input/output latency for control tasks. In fact, 
if the input and output operations are performed respectively at the beginning and at the 
end of a control task, preemption causes variations in the input/output latency, which may 
degrade the control performance, as illustrated in [Cervin et al., 2003, Marti, 2002]. 

Usually, control tasks share the processor with other sporadic or aperiodic tasks, which 
do not perform the computations of the control laws, and called non-control tasks. Examples 
of such tasks include signal processing, monitoring or communication tasks. The computa-
tional load that these tasks induce may be described by their processor utilization rate, noted 
Unc. If these non-control tasks do not have any real-time constraints, then they may be exe-
cuted in the portions of the time slots where control tasks do not execute. Otherwise, their 
schedulability and real-time constraints have to be taken into account at design time. Using 
off-line scheduling, the scheduling pattern (starting time instants of control tasks or non-
control tasks reserved slots) is repeated identically every major cycle, or hyperperiod. In the 
following, we will denote by T xTp the hyperperiod of the static schedule. The hyperperiod 
is equal to T when expressed in terms of numbers of elementary time slots Tp. 
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We assume that the execution platform is an Allen-Bradley CompactLogix 5320 program-
mable logic controller [Allen-Bradley, 2001] from Rockwell Automation. This execution plat-
form is characterized by the execution times of its basic assembler instructions. The complete 
list of the execution times of all the instructions may be found in [Allen-Bradley, 2001]. Based 
on this assembler language, a handwritten assembler code of the control tasks was derived. 
The estimated worst-case execution times (WCET) of the different tasks are given in Ta-
ble 8.1. We also assume that a set of aperiodic tasks may need to be executed on the same 
processor, requiring an utilization rate Unc up to 40%. Based on this requirement as well as 
WCET of the tasks, the elementary time slot duration Tp was chosen equal to 1 ms. 

Table 8.1: Worst-case execution times of the control tasks 

The optimal solutions, corresponding to different choices of T are illustrated in Table 8.2. 
The relative optimality gap of the used branch and bound algorithm is equal to 10 - 5 , which 
means that the best-obtained solution will be considered as an optimal solution if the differ-
ence between its cost and the lower bound of the true optimal cost is less than 0.01%. The 
computations were performed on a PC equipped with a 3.6 GHz Intel Pentium IV processor 
and 1 GB of RAM. The optimization problem was solved using the solver CPLEX (Release 
9.1.0) from ILOG. In this particular implementation of the optimization algorithm, the hori-
zon H of the computation of the impulsive responses must be a multiple of T. It is sufficient 
to choose H greater than 27. 
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algorithm to finish. The algorithm finishes when it proves that the best obtained solution 
is close enough to the lower bound of the true optimal solution (i.e. the relative difference 
between the best obtained solution and the true optimal one is less than the specified relative 
optimality gap). The optimization results indicate that the minimal optimal schedule is of 
length T = 5, and is described by the sequence (s(0), s(l), s(2), s(3))= (2,1,3,1). In this 
schedule, task is first executed, followed by the execution of task , which is followed 
by the execution of task , which is followed by the execution of task . The length of the 
optimal schedules which gives the best H2 norm (H2 = 9.7463) is a multiple of 5. The column 
CPU Time Default indicates the required CPU time using the default parameters of the solver. 
The column CPU time with initial solution indicates the required CPU time when the cost of a 
feasible initial solution is taken into account by the algorithm. In fact, it is always possible for 
the designer to derive a feasible schedule ad-hoc, using rules of thumb like those described 
in [Astrom and Wittenmark, 1997]. The advantage of the branch and bound method is that 
it is able to use this feasible solution to considerably reduce the search space by pruning the 
regions that are proved to be worst than this given initial solution. This reduces the number 
of regions to be explored by the algorithm. Finally, note that the required time to find the 
optimal solution is lower than the needed time to prove that it is optimal. For example, for 
T = 6, the optimal solution was found after 69 seconds but 185 seconds were necessary 
to prove that it is optimal. For large-scale problems, this algorithm may be run during a 
determined amount of time to find solutions that are better than the given initial schedule, 
which was derived ad-hoc by the designer. 
Remark 8.4. In the obtained off-line schedule, task was executed twice in the hyperpe-
riod. Consequently, the optimal control gains for its two instances may be different. For that 
reason, a subscript will be added to distinguish two instances of the same task that may use 
different control gains. The two instances of task ' will be noted and 

8.3 On-line scheduling of control tasks 

Assume that an off-line schedule, specifying how the different control and non-control tasks 
should be executed, was designed. This off-line schedule, which may be stored in a table, 
describes when each control task should be started and possibly the starting time instants of 
the time slots that are pre-allocated to non-control tasks. 

At runtime, the execution of the periodic off-line schedule may be described using the 
notion of pointer. The pointer may be seen as a variable p that contains the index of the control 
task to execute. The pointer is incremented after each control task execution. If it reaches the 
end of the sequence, its position is reset. After each task execution, the position of the pointer 
is updated according to: 

Knowing the pointer position p, the control task to execute is s(p). It is convenient to 
define the map , which associates to the pointer position its absolute position (expressed 
as multiples of Tp in the schedule). The map linking the different pointer positions to their 
absolute positions in the example of Figure 8.2 is defined in Table 8.3. 

Since the non-control tasks are sporadic or aperiodic, they do not necessarily use all the 
pre-allocated time slots for their execution. Consequently, it appears useful and perspica-
cious to employ this unused CPU power for improving the quality of control. Such improve-
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merits may be possible by executing more frequently the control tasks of the systems who 
have the greatest need for additional computing resources. This requires specific scheduling 
algorithms, because the control tasks are used to control dynamical systems, where the tim-
ing of the input and output operations is capital for the stability and performance guaran-
tees. 

The idea behind the proposed scheduling strategy is to use the free available computing 
resources (i.e. when there are no sporadic nor aperiodic tasks to execute for example) in or-
der to execute a feedback scheduler, which is responsible of determining the best scheduling 
of the control tasks in the future. In the following, the issues that are related to the execution 
of the feedback scheduler are discussed as well as the optimal pointer placement scheduling 
strategy, which represents the cornerstone of the used adaptive scheduling strategy. Finally, 
the method of reduction of the computational complexity of the feedback scheduler is de-
scribed. 

8.3.1 Execution of the feedback scheduler 

As previously mentioned, the feedback scheduler is executed in the non-control tasks re-
served time frames, when they are "free". Depending on the possibilities of the execution 
platform (whether it supports preemption or not), the feedback scheduler may be executed 
as: 

• A preemptive task, with a given priority and deadline, and which will be discarded 
by the scheduler if it misses its deadline (in this case the schedule execution is not 
modified). 

• A non-preemptive task that is executed on predefined sub-slots of the non-control tasks 
slots. 
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In both cases, the possible real-time constraints of the sporadic or aperiodic tasks should be 
taken into account, when the feedback scheduler task is added. 
Remark 8.5. In real-time scheduling theory, static scheduling is mostly used in safety critical 
systems, in order to ensure a strong temporal determinism. The first motivation behind the 
use of a basic static schedule in the on-line scheduling heuristic is the need for predictability. 
In fact, the adaptive feedback scheduler, which will described thereafter, needs to compute 
a predicted cost function, in order to determine the scheduling decision. Using the basic se-
quence, the computation of the predicted cost is considerably reduced, because it boils down 
to the computation of a reduced number of quadratic functions. The use of the basic static 
schedule simplifies also the computations of the feedback gains. Furthermore, the imple-
mentation of the feedback scheduler as an extension of the basic sequencer may be easier 
than handling dynamic priorities in priority-based schedulers. 

8.3.2 Adaptive scheduling of control tasks 

In the proposed adaptive scheduling strategy, instead of systematically using (8.16), the po-
sition of the pointer is placed according to the knowledge of the controlled plants states, in 
order to ensure the improvement of the control performance as measured by a quadratic cost 
function. This strategy relies on computing T predicted cost functions corresponding to an 
evolution of the global system for T different positions of the pointer. Let 

If the pointer is placed at position p at instant k, then the cost function corresponding to an 
evolution of system S(j) over an infinite horizon starting from the state at instant k 
and using the static scheduling algorithm is 

This strategy (called optimal pointer placement scheduling) was employed in Chapter 6 in 
the context of networked control systems in order to reduce the considerable computational 
complexity, which is required to find the true optimal control and scheduling decisions (this 
latter problem was investigated in Chapter 4). 

In the following, we describe how this concept may be deployed for monoprocessor 
scheduling. As mentioned previously, the feedback scheduler is triggered in a non-control 
tasks reserved time frame, if this time frame is free (i.e. there are no sporadic nor aperi-
odic tasks to execute for example). It first acquires the state of all the controlled plants at 

If the pointer is placed at position p at instant k, then the cost function corresponding to 
an evolution of the global system S over an infinite horizon starting from the state x(k) at 
instant k and using the static scheduling algorithm is 



Figure 8.3: Optimal pointer placement scheduling of tasks . FBS is abbrevi-
ation of feedback scheduler 

instant ka (the instant where feedback scheduler begins its execution), and then computes T 
predicted cost functions corresponding to an evolution over an infinite horizon starting at 
instant kx (the instant where the next control tasks will begin its execution) for the T possible 
pointer positions. The task that will be executed at instant kx is the one that corresponds to 
the pointer position that gives the minimal predicted cost. Figure 8.3 illustrates the method 
(in the case of the adaptive scheduling of the numerical example of Section 8.2.4). 

Note that the feedback scheduler uses the knowledge of the state at instant ka to compute 
the predicted cost functions , corresponding to an evolution 
starting at kx. If the plant model is used to predict the state at instant kx knowing the state at 
instant ka, then it is easy to establish that 

The expression of may be easily deduced from the plant model, the expression of 
and the control gains. 

8.3.3 Reduction of the feedback scheduler overhead 

In the following, a method for the reduction of the computational complexity of the feedback 
scheduler is proposed. This method relies on intuitive observations, which may be related to 
the concept of practical stability. The method is motivated by the fact that when a system S(j) 

is at the equilibrium (i.e. x(j) = 0), its computational resources may be given to other tasks, 
which control perturbed systems. If system S(j) is close to the equilibrium, it may be less 
frequently updated than other systems that experience severe disturbances. This proximity 
from the equilibrium may be formalized by defining a practical equilibrium region for 
each system S(i) .To define how much a system S(i) is close to the equilibrium, positive 
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8.3.6 A numerical example 

In order to evaluate the proposed approach, the real-time implementation of the example of 
Section 8.2.4 is considered. Based on the assembler language, a handwritten assemble code 
of the feedback scheduler was written. Tasks execution was simulated using the toolbox 
TRUETIME [Andersson et al., 2005, Cervin et al., 2003], which allows the co-simulation of 
distributed real-time control systems, taking into account the effects of the execution of the 
control tasks and the data transmission on the controlled system dynamics. 

Figure 8.4: System responses - state using the static scheduling (SS) and the RPP 
scheduling algorithms 

Based on Table 8.1, the processor utilization of the control tasks, when scheduled using 
a basic sequencer, is equal to 32.57%. This means that aperiodic tasks as well as the feed-
back scheduler may have at most a utilization rate of 67.43%. Note that this implementation 
assumes that input operations are performed by independent hardware devices. An impor-
tant issue concerns the execution overhead of the feedback scheduler. In order to be able to 
implement the proposed feedback scheduling algorithm, the worst case execution time of 
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practical equilibrium region, except one, which is perpetually disturbed. In the simulations 
depicted in Figure 8.9 (left), systems S(1) and S(2) remain in the equilibrium region whereas 
system S(3) is continuously disturbed with a band limited white noise characterized by a 
noise power of 0.1 and a correlation time of 1 x 10 - 4 . Simulation results indicate significant 
improvements in control performance. These improvements are due to the fact that the un-
used computing resources are allocated by the feedback scheduler to the control of system 
S(3) as illustrated in Figure 8.9 (right). 
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8.4 Conclusion 

In this chapter, a new approach for control tasks scheduling was proposed. This approach 
aims to improve control performance through a more efficient use of the available computa-
tional resources. First, an optimal integrated control and non-preemptive off-line scheduling 
problem is formulated. This problem is based on the performance criterion to statically 
allocate the computing resources according to the intrinsic characteristics of the controlled 
systems. Using this approach, the "sampling periods" of control tasks are optimally chosen. 

A plant state based feedback scheduling mechanism is then proposed, enabling to en-
hance the control performance with respect to the optimal off-line scheduling algorithm. 
This algorithm combines a more frequent reading of systems inputs with a state feedback 
based resource allocation to improve the control performance. The performance improve-
ments resulting from the use of this algorithm as well as stability guaranties are proved 
mathematically and illustrated in a simulation examples. This algorithm allows to trade-off 
between control performance and real-time implementation constraints. 



9 
Conclusion 

9.1 Summary 

In this thesis, a new approach for the optimal control and scheduling of distributed embed-
ded control system was proposed, focusing on two main problems: the scheduling of the 
messages from the controller to the distributed actuators and the scheduling of the control 
tasks. In this approach, the control performance, expressed as a quadratic cost function, was 
used to evaluate the optimality of the resource allocation. The proposed approach aims at 
improving the performance of the controlled dynamical systems that are challenged to op-
erate with limited communication or computation resources, assuming that the available 
resources are sufficient to ensure their stability. To this end, novel on-line and off-line sched-
uling algorithms were introduced; allowing improving the control performance, by allocat-
ing the available shared resources according to the needs of the controlled dynamical systems. 
These algorithms were designed in order to ensure a tradeoff between their computational 
complexity and their optimality. Their effectiveness was illustrated through various simu-
lation examples. Although the main motivation beyond this work was the problem of the 
control and resource allocation in distributed embedded control systems, the results of this 
thesis may be also of interest in all applications where actuations are costly to perform. Ex-
amples of such applications may be found in economical systems. The proposed approach 
was developed according to the following main steps. 

We first considered the problem of communication resources limitations. We adopted a 
model, where control and communication resource allocation aspects are strongly depen-
dent. By interpreting this model as a hybrid model, having two types of inputs: control in-
puts and scheduling inputs, we formalized the problem of the joint optimization of control 
and scheduling, for a quadratic performance criterion, as a mixed-integer quadratic pro-
gram. This latter problem being NP-hard, the branch and bound method was used for its 
resolution. The study of the properties of the optimal schedule, through some selected nu-
merical examples, has shown that it is strongly dependent on the system state. This depen-
dence offers prospects for the improvement of the performances in terms of quality of con-

127 



128 Chapter 9. Conclusion 

trol, by the use of on-line scheduling algorithms, which are based on the knowledge of the 
system state. However, this dependence shows that it is necessary to find other performance 
metrics for the synthesis of optimal off-line schedules. 

We motivated the use of the H2 norm as a design criterion for obtaining optimal off-line 
schedules, only depending on the intrinsic characteristics of the system. The use of an opti-
mal off-line schedule, described by a periodic communication sequence, has the advantage 
of simplifying the implementation and allows the use of periodic control gains, which repre-
sents a factorization of the control problem. We proposed a method for the joint control and 
off-line scheduling in the sense of the H2 criterion. We have shown that this problem may be 
decomposed into two sub-problems, which may be solved separately. The first sub-problem 
aims at determining the optimal off-line scheduling in the sense of the H2 criterion and may 
be solved using the branch and bound method. The second sub-problem aims at determin-
ing the optimal control gains and may be solved using the optimal periodic control theory. 
Techniques allowing improving the efficiency of this method were proposed. 

We proposed an approach that allows determining on-line, at the same time, the opti-
mal values of both control and scheduling, in the sense of a quadratic cost function. The 
implementation of this method, which is based on the resolution of the joint optimization 
of control and scheduling problem previously described, is however expensive on-line, due 
to the combinatorial explosion problem. For that reason, an on-line scheduling algorithm, 
called OPP was proposed. While being based on a pre-computed optimal off-line schedule, 
OPP makes it possible to allocate on-line the communication resources, based on the state 
of the controlled systems. It has been shown that under mild conditions, OPP ensures the 
asymptotic stability of the controlled systems and in all the situations a better or similar 
control performance compared to the basic static scheduling. The OPP scheduling algorithm 
was applied to the integrated control and scheduling of a distributed car suspension system. 

We refined our considered model of a distributed embedded control system with com-
munication constraints, to take into account the quantization aspects. Using this refined mo-
del, the exchange of information was modeled in terms of bits, in opposition to the previ-
ously considered model, where it was modeled in terms of messages. In general, increasing 
the sampling frequency improves the disturbance rejection abilities whereas increasing the 
quantization precision improves the steady state precision. However, when the bandwidth 
is limited, increasing the sampling frequency necessitates the reduction of the quantization 
precision and reciprocally. Based on these observations, we proposed the use of the model 
predictive control approach as means for automatically assigning the quantization precision 
and update rate of the control signals, in order to improve the control performance. 

Finally, based on fine-grained model, taking into account both the execution of the con-
trol tasks and the scheduling algorithm, we generalized the previously described approaches 
to the problem of control tasks scheduling. We proposed a model of the single processor exe-
cution of control and non-control tasks. The co-design of the control and the real-time sched-
uling was performed in a two-step approach. In the first step, an optimal off-line schedule 
is derived, using the previously introduced approach of the optimal H2 scheduling, taking 
into account the particular constraints that are specific to the single processor execution of 
tasks. In the second step, an on-line plant state feedback scheduling approach is deployed. 
Its objective is to improve the control performance by quickly reacting to unexpected dis-
turbances. Performance improvements as well as stability guarantees using this approach 
were proven. The proposed method is evaluated on a comprehensive implementation mo-
del, which was simulated using the tool TRUETIME. 
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9.2 Future work 

The following research directions represent possible extensions to the work presented in the 
thesis: 

Integrated control and scheduling under variable communication resources: In this the-
sis, the problem of the integrated control and scheduling under constant fixed communica-
tion resources, characterized by the fixed parameter bw, was addressed. An interesting ex-
tension is the generalization of this problem to the networks with variable resources, which 
may be modeled by the time varying parameter bw. Using this extension, two basic situ-
ations may be considered: the predictable variation and the unpredictable variation of bw. 
Considering an unpredictable time varying parameter bw would capture the problems of 
packet losses, delays and bandwidth limitations. The insights that were gained from study-
ing the integrated control and scheduling problems in a deterministic setting may be helpful 
to study the more general situations of delays and information losses, because in both cases, 
the scheduling decision have to maximize the relevancy of the exchanged control informa-
tion. 

On-line sensors-to-controller scheduling: In the situations where the sensors of the con-
trol application are physically distributed, the problem of the existence of an on-line sched-
uling strategy of the sensors-to-controller link that is better than predefined off-line sched-
uling strategies is an open problem. To this problem, the possible on-line scheduling strate-
gies may be classified into two categories: centralized decision-making strategies and distrib-
uted decision-making strategies. The deployment of strategies belonging to the first category 
would require that selected information from the distributed sensors is sent to a predefined 
node in the network that will have to decide, based on this information, which sensor node 
will be allowed to send over the network. The evaluation of the introduced communication 
overhead has to taken into account in the evaluation of these protocols. The strategies be-
longing to the second category would only use the local information to perform the sched-
uling decision, and would not consequently introduce an extra communication overhead. 
The most important issue concerns the evaluation of their optimality with regard to the 
whole distributed control application, and to compare it to centralized on-line scheduling 
schemes and to static off-line scheduling schemes. In both cases, the most important issue is 
to find an adequate performance criterion, usable on-line, which may quantify the impact to 
the measures scheduling decisions on the control performance. 

Improving the efficiency of the H2 optimal scheduling: The improvement of the effi-
ciency of the solving of the H2 optimal scheduling problem is an interesting issue. In this 
work, the branch and bound method was employed. The used branch and bound algorithm 
exploited the continuous relaxation method for finding the lower bounds of a given subprob-
lem. The continuous relaxation is a general method for finding the lower bounds of mixed 
integer problems. The finding of methods for computing the lower bounds that are more 
specific to the considered H2 optimal scheduling problem, allowing a more efficient com-
putation of tighter lower bounds, may considerably improve the efficiency of the solving of 
this problem. 
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Dynamic encoding/decoding scheme: In chapter 7, a fixed number of RD bits were em-
ployed in order to encode the quantization precision of each component of the control com-
mand vector u(k). All the RD bits were used to encode a key specifying to the receiver how to 
decode the RI bits of information. An important improvement may be obtained if dynamic 
encoding schemes are used, allowing using fewer bits for the decoding information and 
more bits for the control information. This may be related to the natural languages, where 
the most used words are the shorter. The design of appropriate dynamic encoding decoding 
schemes is an interesting issue, that may help improving, in the average, the quantization 
precision of control signals thanks to the reduction of the decoding information. 

Extensions of the state feedback scheduler: The plant state based feedback scheduling 
approach of Chapter 8 was studied in the simple case where the control tasks are simply 
constant state feedback control laws, which may be considered among the less computa-
tionally expensive control laws. The measurement of the full state was assumed. A possible 
extension of this method consists on considering the case where only the outputs of the plant 
are measured, instead of the full state and where state observers are used. Another important 
extension consists on studying more computationally complex control laws, such as model 
predictive, hybrid or non-linear controllers. The issue that arises in this situation is the ef-
ficient computation of the predicted cost. The definition of appropriate approximation of 
the predicted cost, called abstractions, may be of interest. It is clear that the plant state based 
feedback scheduler will be more effective as the computational complexity of the scheduled 
tasks is greater than its own computational complexity. 

Combining plant state and execution time feedback scheduling mechanisms: In this the-
sis, it was shown that the control performance is not a static measure that is only dependant 
on the sampling period of a given task, but that it is also dependent on the state of the con-
trolled dynamic system. Intuitively, it is clear that increasing the sampling frequency of a 
system that is in the equilibrium does not improve its control performance, since the sys-
tem does not need any additional computational resources. In practice, the control tasks may 
be implemented on non-deterministic platforms that are characterized by varying execu-
tion times. In many previous works, as previously mentioned, execution time measurement 
based feedback scheduling approaches were proposed in order to use more efficiently the 
available computational resources and to improve the control performance. However, these 
approaches were based on the assumption that the control performance is a convex func-
tion of the sampling period. These feedback scheduling approaches may be significantly 
improved if the execution time based feedback scheduling, which quantifies the available re-
sources is combined with a plant state based feedback scheduling, which quantifies the needed 
resources. The architecture of such double loop feedback scheduler is an interesting issue. 
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Expressions of matrices A, B, T and Q 

Matrices A and B include both the equality and the inequality constraints of the problem, 
and mav be written in the form 
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